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Emergency medicine (EM) educators have many 
masters. These include our hospital administrations who 
expect efficient patient care reflecting the priorities of safety 
and quality,1,2 the accreditation council for graduate medical 
education which has introduced a new competency-based 
standard by which our learners must be educated3,4 and last but 
not least, our learners that are using new educational modalities 
based on expanding digital platforms.5 To be successful, 
educators must satisfy each of these masters against the 
backdrop of increasing regulations, decreasing funding6,7 and 
information technology that appears to decrease our time with 
patients and perhaps learners in clinical practice.8

Success in our mission as educators is dependent upon 
coming together as a community of practice driven by 
scholarship that provides rigorous, high-impact studies that 
guide our educational practices. According to Lave and 
Wenger, a community of practice is defined as “groups of 
people who share a concern or a passion for something they 
do and learn how to do it better as they interact regularly.”9 

Though there are a number of accomplished EM education 
researchers in the United States today, the specialty 
remains early in its development of such a community of 
practice. The Council of EM Residency Directors (CORD), 
Clerkship Directors of EM (CDEM) and the Society of 
Academic EM (SAEM) have all contributed to nascent 
progress in this regard.

For many years, SAEM/CDEM and CORD have offered 
presentations and abstracts related to education scholarship at 
the annual CORD Academic Assembly and SAEM meetings. 
Over the past seven years, the American Association of Medical 
Colleges and CORD have collaborated in a venture to provide 
a year-long experience in education research called the Medical 
Education Research Certification (MERC) at CORD Scholars’ 
Program.10,11 This program is based on the experiential learning 

Georgetown University School of Medicine, Department of Emergency Medicine, 
Washington, D.C.
Emory University School of Medicine, Department of Emergency Medicine, Atlanta, 
Georgia

*

†

theory of Kolb and the importance of social learning that 
is promoted through small group projects and multifaceted 
exercises. To date, 186 EM educators have participated in 
the program. A program evaluation of MERC at CORD over 
the first five years demonstrates that it has succeeded in (1) 
improving the education research skills and knowledge of 
participants, (2) resulted in subsequent research projects 
with peers from the program, (3) promoting the growth of a 
community of practice that supports its members both within 
the area of scholarship and beyond, and (4) contributed to 
participants earning new leadership positions in education.12

The CORD Academy of Scholarship is in the process of 
creating opportunities that build upon the MERC at CORD 
program. First and foremost, there is an ongoing effort to create 
a collaborative education research consortium to establish 
benchmarks/best practices while creating and disseminating 
new knowledge and related applications. In addition to serving 
as a central source of multicenter study administration, the 
consortium plans to encourage collaboration. Due to the multi-
institutional design of these studies, the results are more likely 
to generalize to similar programs/institutions. Junior faculty will 
be encouraged to participate with more experienced members 
on projects. With increasing responsibilities and experience over 
time the intention is to facilitate the development of growing 
community of education scholars. Through these efforts both 
MERC at CORD and the CORD Academy continue to contribute 
to this developing community of practice by facilitating interested 
faculty’s ability to overcome individual obstacles to a career 
in scholarship including the lack of expertise, difficulty in 
identifying mentors, and a supportive network that promotes the 
professional growth of its members.10,13-18 

Developing a successful career in education scholarship is 
also dependent upon a number of factors beyond the control of 
the individual. Institutional barriers to professional development 
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are much more problematic including lack of protected time 
for scholarly pursuits, financial support and departmental 
recognition of related accomplishments. Such obstacles 
directly result from a lack of funding available for education 
scholarship. Working together, CORD and the EM Foundation 
have created a series of education research grants aimed at 
increasing the value of education research. Applications for 
these grants became available in October of 2015. 

Most recently, CDEM and CORD have collaborated to 
develop and introduce this inaugural edition of the WestJEM 
Education Supplement. We hope to build this supplement into a 
regular forum that explores the breadth and depth of education 
scholarship as it relates to EM by sharing research findings, 
innovations, opinions of national experts and regular updates 
on state-of-the-art concepts in medical education. The ability to 
serve as a reviewer for this supplement provides an additional 
opportunity to hone interested faculty’s knowledge of the 
theory and principles that guide quality education scholarship. 
By providing a forum that values and cultivates education 
scholarship we hope to promote its growth and integration into 
the fabric of our specialty. The 107 manuscripts submitted for 
consideration are testimony to the enthusiasm and need for such a 
platform in our community. Ultimately, we strive to take another 
step in the direction of creating a community of practice centered 
on scholarship that will allow EM educators to grow and prosper. 
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Emergency medicine (EM) has always been on the frontlines of healthcare in the United States. 
I experienced this reality first hand as a young general medical officer assigned to an emergency 
department (ED) in a small naval hospital in the 1980s. For decades the ED has been the only site 
where patients could not be legally denied care. Despite increased insurance coverage for millions of 
Americans as a result of the Affordable Care Act, ED directors report an increase in patient volumes 
in a recent survey.1 EDs care for patients from across the socioeconomic spectrum suffering from a 
wide range of clinical conditions. As a result, the ED is still one of few components of the American 
healthcare system where social justice is enacted on a regular basis. Constant turbulence in the 
healthcare system, major changes in healthcare delivery, technological advances and shifting 
demographic trends necessitate that EM constantly adapt and evolve as a discipline in this complex 
environment. [West J Emerg Med. 2015;16(6):801–803.]

In this context the emergency medicine (EM) residency 
community has embraced the challenge to transform training 
for the 21st century. It is probably no accident EM was one of 
just five specialties to implement and report on Milestones 
during the 2013-2014 academic year. And it is also no surprise 
EM will publish the first validity study on Milestones.2 How did 
EM get to this point? In this commentary, I hope to accomplish 
three objectives. First, I will briefly review the history of the 
next accreditation system (NAS), competencies and Milestones. 
Second, to provide an “outsider’s view” of why implementation 
of competency-based training, and specifically the Milestones, 
appears to be off to a healthy start in the EM community. 
Finally, I will offer some thoughts on further steps necessary 
to realize the full potential of competency-based medical 
education in U.S. residency training because much work 
remains to be done. We are moving from a “static/stable” view 
of educational programs to one that is dynamic and constantly 
evolving. The Milestones, along with the Clinical Learning 
Environment Review, are regulatory representations of this 
shift; both are designed to be formative, continuous quality 
improvement components of the NAS. 

A Brief History of Competencies, Milestones and the NAS
The NAS was part of the educational community’s 

response to improve graduate medical education (GME).3 

Accreditation Council for Graduate Medical Education, Chicago, Illinois

The NAS is designed to help achieve the original vision of 
the Outcomes Project that was officially launched in 2001, 
based on the six general competencies formally approved 
by the Accreditation Council for GME (ACGME) and the 
American Board of Medical Specialties (ABMS) in 1999.4 
However, programs struggled to implement an outcomes-
based approach and operationalize the competencies, new 
concepts to many medical educators, into meaningful 
changes in curriculum and assessment. 

One reason for this struggle is the lack of shared mental 
models, or frame of reference, regarding the competencies 
among programs and clinical faculty. There were several 
reasons for this struggle. First, the ACGME/ABMS general 
competencies were defined in conceptual terms that were 
often hard to translate into practice. Second, some of the 
competencies, especially practice-based learning and 
improvement and systems-based practice, were new concepts 
altogether. Third, work-based assessment methods were either 
unavailable or not well aligned with the purpose and goals of 
the competencies. 

The Milestones were developed collaboratively by each 
specialty to create the core blueprint, or roadmap, of the 
discipline in narrative, developmental language. In other 
words, they have helped to describe the competencies in more 
understandable language. The Milestones serve as a framework 



Western Journal of Emergency Medicine 802 Volume XVI, no. 6 : November 2015

Medical Education Transformation Holmboe

to inform and guide curriculum, choice of assessment 
methods and instruments, and assessment judgments by the 
clinical competency committee.5 Milestones also begin to 
move us away from an over-reliance on the quantification of 
competence, traditionally represented by numeric rating scales, 
toward a more qualitative, descriptive approach.

There are two important caveats. First, milestones do not 
define the totality of any discipline, including EM. Milestones 
are key elements of a larger “whole” of clinical competence. 
Second, substantial professional judgment, on the part of 
the faculty, is critical in the overall assessment of readiness 
for clinical practice. Informed judgment, based on multiple 
assessments through various forms of observation, is a 
cornerstone of a competency-based system.6 Using Milestones 
to guide and perform systematic measurement holds promise to 
enhance our ability to assure the public of the effectiveness of 
GME to prepare physicians for practice. 

Milestones and EM Training
EM was one of the early adopters in the NAS, being 

just one of five specialties to report both mid-year and end-
year Milestones data in the 2013-14 academic year. Several 
aspects of the EM approach to developing and implementing 
the Milestones are noteworthy. First, the Milestones are 
grounded in the “Model of the Clinical Practice of EM” (EM 
Model). The EM Model consists of three core components: 1) 
individual conditions; 2) physician tasks; and 3) acuity levels. 
The knowledge, skills and attitudes comprising the current EM 
Model were informed by a national survey of 9,740 physicians 
in 2007 regarding EM practice.7 Second, the American Board 
of EM (ABEM) engaged over 60% of EM residencies as part 
of a national validation study. Participating program directors 
essentially took the EM Milestones for a “test drive” and 
provided the EM Milestones working group with feedback 
on the Milestone placements and descriptions. In fact, of the 
final 227 Milestones included in the 23 subcompetencies, 46 
Milestones were reassigned different performance levels based 
on the program feedback.2,7

The EM approach to Milestone development appears to 
have had an important impact. The initial validity study of the 
EM Milestones reported in year one shows very promising 
results. Factor analysis of the national Milestones data 
revealed a three-factor structure concordant with the three 
component EM Model of practice.2 In addition, reliability 
coefficients for the Milestones were robust.2 My hypothesis 
for these early positive findings brings me back to one of the 
initial purposes of the Milestones: to create shared mental 
models of the general competencies not only within EM 
residencies, but equally important between EM residencies 
across the country.7 EM will likely stand as an exemplar for 
other specialties in how to build national standards for judging 
EM residents. In essence, the EM developmental approach 
is akin to a nationally-based performance dimension training 
(PDT) exercise. PDT is an established approach to helping 

to improve performance evaluations by getting all evaluators 
“on the same page.”6,8 By incorporating empiric evidence 
into EM certification design along with robust involvement 
of educators and program directors, the EM educational 
community has already likely made substantial progress in 
creating shared mental models of EM training and assessment.

Where Next?
The NAS is built on a foundational principle of 

continuous quality improvement. In the United States 
and most of the world, education and healthcare systems 
are experiencing significant change and disruption. We 
must continue to move away from a “static/stable” view 
of education and clinical care to one that is dynamic and 
constantly evolving. There are several implications for GME. 
First, changes in educational programs must become better 
integrated with the changes occurring in healthcare delivery 
and systems. Care of patients and populations is a dynamic, 
integrated process. As the frontline specialty of the healthcare 
system experiencing this disruption, EM is well positioned 
to lead and inform educational redesign. Second, work-
based assessments will continue to grow in importance and 
prominence. One example of a useful technique in EM is 
end-of-shift encounter cards.9 When used properly, encounter 
cards can enhance the quality of assessment and feedback. 
EM also leads the way in the development of chart stimulated 
recall (CSR), a validated method to assess clinical reasoning 
of actual patient care.9 While not currently in widespread 
use, CSR and other performance-based methods (e.g. clinical 
indicators and patient experience) represent the next frontier 
in work-based assessment for EM training.

Third, the current Milestones are truly version 1.0; as in 
all continuous quality improvement processes some amount of 
change and revision will be needed. The processes used by the 
EM community to create version 1.0 will be invaluable to the 
larger educational community and capturing the detail behind 
these processes will be important. Finally, we want to ensure 
the Milestones do not create overly reductionistic assessments 
and curricula. Residency education will be most effective when 
the output is a whole physician who effectively integrates 
all competencies, however defined, into his or her practice. 
For example the EM community has developed entrustable 
professional activities (EPAs) to further help operationalize 
the competencies and milestones.10,11 EPAs hold promise to 
help enhance curriculum and assessment, using milestones 
as “building blocks” for each EPA. Our collective goal is to 
produce physicians who can successfully enter unsupervised 
practice and continue their trajectory toward expertise and 
mastery. Competencies, Milestones and in the near future EPAs 
can serve as meaningful frameworks to help produce a talented, 
whole physician. 

In conclusion, here is a request to the EM community: The 
ACGME, the ABEM and the dozens of talented EM faculty 
who volunteered their time, expertise, and wisdom to advance 
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the Milestones, need and welcome constructive feedback to 
continually improve the NAS and Milestones. Milestones 
are tools to facilitate and promote innovation and continuous 
improvement in GME in the Unites States, but they are not 
yet fully realized and will require changes and adjustments. 
We are entering a period of transformation that requires 
collectivism among all the key stakeholders and that can feel, 
like any change, uncomfortable. Only by working together 
through dialogue and across organizations can the full potential 
of outcomes-based medical education be realized. The EM 
educational community has clearly taken up this charge.
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Emergency medicine (EM) education is becoming increasingly challenging as a result of changes 
to North American medical education and the growing complexity of EM practice. Education 
scholarship (ES) provides a process to develop solutions to these challenges. ES includes both 
research and innovation. ES is informed by theory, principles and best practices, is peer reviewed, 
and is disseminated and archived for others to use. Digital technologies have improved the 
discovery of work that informs ES, broadened the scope and timing of peer review, and provided 
new platforms for the dissemination and archiving of innovations. This editorial reviews key steps 
in raising an education innovation to the level of scholarship. It also discusses important areas for 
EM education scholars to address, which include the following: the delivery of competency-based 
medical education programs, the impact of social media on learning, and the redesign of continuing 
professional development. [West J Emerg Med. 2015;16(6):804–809.]

INTRODUCTION
Since a massive reorganization more than a century 

ago, medical education in North America has remained 
largely unchanged.1 However, increasing calls from the 
public for accountable care have been a lever to influence 
the reorganization of medical education. Changes in medical 
education include increasing attention to patient outcomes and 
patient safety,2,3 restriction of resident duty hours,4 increasing 
standards of physician certification,5,6 and the reorganization 
of training programs around competency frameworks.7,8

Within emergency medicine (EM) the clinical teaching 
environment is becoming increasingly challenging with 
frequent interruptions, increasing patient volumes and 
complex patient presentations.9,10 The cohort of learners 
being trained in emergency departments (EDs) is also rising 
through the expansion of EM training programs and the 
demand for off-service resident exposure to EM.11 Finally, the 
competencies required of EM physicians are expanding as the 
science and practice of EM grows.

Within the context of this rapidly changing clinical and 
educational environment it is important to acknowledge 
that how a person learns remains constant. While education 
science and cognitive psychology is a growing field, these 
disciplines are simply gaining an increasing understanding of 

McMaster University, Department of Emergency Medicine, Hamilton, Ontario, 
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the established learning processes. Medical education is being 
forced to change to meet public, institutional, and clinical 
demands. The challenge for learners and teachers is to ensure 
that changes to education systems are appropriate, efficient 
and lead to best patient outcomes.

During this key period in medical education, education 
scholarship (ES) is emerging as an important academic 
pursuit to influence change. The purpose of this article is 
to define ES, articulate the different types of practice of 
education scholars and suggest areas of scholarship that will 
be influential for EM education.

DEFINING EDUCATION SCHOLARSHIP
Education research has an established, although narrow and 

specific, role in academic medicine. As with all types of research, 
education research uses the scientific method where observations 
inform testable hypotheses via a perpetually spiraling cycle. The 
outcomes of experiments lead to dynamic, explanatory theories. 
Recognizing the simplification of this description, education 
research is principally focused on discovery. 

Nearly three decades ago, Boyer articulated a vision for 
academics that suggested the research of discovery was not 
an exclusive goal.12 Rather, integration (i.e., synthesizing and 
making connections from difference fields or disciplines), 
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application (i.e., applying theory to practice) and teaching 
(i.e., determining best practices for learning) are equally 
valid goals for academic physicians.13 In this framework, 
scholarship encompasses discovery, integration, application 
and teaching. The significance of this work is that it broadens 
the career and academic options of EM educators by 
validating contributions not typically defined by “research.”

Building on this and other work,14,15 the Canadian 
Association for Medical Education provides a definition of ES 
that addresses previous difficulties with discretely categorizing 
the above concepts. ES is “an umbrella term which can 
encompass both research and innovation in health professions 
education. Quality in [ES] is attained through work that is 
peer-reviewed, publicly disseminated and provides a platform 
that others can build on.”16 Again, this definition emphasizes 
that an important contribution to the mission of teaching 
hospitals, universities, and other academic organizations is 
the development of education innovations (e.g. novel trainee 
selection process, teaching method, assessment instrument, 
curriculum, faculty development initiative etc.), many of 
which provide solutions to the challenges currently facing EM 
education. Importantly, this definition incorporates the criteria 
suggested by Glassick17 as necessary to adjudicate education 
work, especially innovations, as scholarly. (See Figure 1 for 
details.) The Academic Section of the Canadian Association of 
Emergency Physicians has endorsed the above definition of ES 
as a means to both promote and support education work.11 

Scholarly innovation is partially analogous to knowledge 
translation. Evidence-based medicine has become one of 
the most influential forces in clinical medicine18 because 
knowledge translation has allowed bench research to inform 
clinical practice.19 In a similar fashion, scholarly innovation, 
influenced by education research, can broadly inform clinical 
education. The challenges facing EM education, as indicated 
above, require broad and coordinated attention. If each 
training program perpetually “re-invents the wheel” to address 
an education challenge, the delivery of EM education will 
be haphazard and variable. However, if the EM community 
promotes ES, rigorous solutions to common challenges 
can be disseminated, archived and built upon, allowing for 
progressive advancement of the field.

THE INFLUENCE OF TECHNOLOGY ON 
EDUCATION SCHOLARSHIP

The standards of scholarship are well established, 
but it is the ascendance of digital technologies that permit 
ES, particularly innovations, to take off. For example, all 
scholarship builds on previous theory, principles or best 
practices,11 which requires a formalized search of the literature 
to ensure that scholarship is properly grounded and situated to 
advance the field. Traditionally, a literature search has meant 
the use of established databases (e.g. PubMed, Embase, ERIC, 
etc.) and medical subject headings (MEsH), none of which 
are well structured to support education searches. Moreover, a 

portion of valuable education literature is gray literature “which 
is produced on all levels of government, academics, business 
and industry in print and electronic formats, but which is not 
controlled by commercial publishers.”20 The sophisticated 
algorithms of web search engines (e.g., Google Scholar) allow 
the identification of education innovations in the gray literature 
that previously would not have been discovered by traditional 
literature search methods. This new process allows for more 
effective knowledge sharing and synthesis.

Peer review, the second key component of scholarship, 
has traditionally involved a small (e.g., two to five) group of 
content experts. As any editor or author knows, the quality 
of peer review can be quite variable and subjective, owing in 
part to the size of the peer-review sample. With the inclusion 
of comment and discussion features on journal websites 
and the prominence of social media-based discussion via 
blogs, microblogs (e.g., Twitter) and networking websites 
(e.g., Facebook), post-publication review of ES has rapidly 
developed. This crowd-sourced review process can promote a 
more transparent (provided reviewers identify themselves) and 
rigorous (provided the sample is sufficiently large to achieve 
saturation and has appropriate representation of content 
expertise) review.21

Finally, digital technologies provide new platforms for 
dissemination beyond traditional print journals and conference 
proceedings. Disseminating and archiving research findings 
or innovations are the final key criteria for scholarship. This 
step allows the field to advance through exposure to new 
work, provides the opportunity for peer review and informs 
future scholarship. Certainly, traditional journals have started 
to acknowledge that education innovation is important for 
inclusion (e.g., WestJEM Educational Advances submission 
category). However, open-access publishers (e.g. the 
Winnower, thewinnower.com), portals (e.g., MedEdPORTAL, 
mededportal.org), websites (e.g., Academic Life in EM 
Medical Education in Cases series, aliem.com/medic/), blogs 
(e.g. iTeachEM, iteachem.net), podcasts (e.g. KeyLIME - Key 
Literature in Medical Education https://itunes.apple.com/ca/
podcast/keylime/id594247091?mt=2), and mobile apps (e.g., 
CanMEDS Springboards for Emergency Physicians, itunes.
apple.com/ca/app/canmeds-springboards-for-emergency/
id555109611?mt=8) are all examples where digital technology 
provides alternate platforms to print media for disseminating 
and archiving innovations. In many of these instances the 
influence of the free, open-access medical education (FOAM) 
movement, developed within the EM community, improves 
audience accessibility when compared with print (i.e., 
subscription-based) journals.22 

DEVELOPING EDUCATION SCHOLARS
There are three general categories of education scholars. 

The original education scholars are education researchers in 
the traditional mold. With graduate level training, protected 
time and academic trajectories based on successful grant 
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applications and publication records, this group follows a 
traditional academic pathway, where content expertise is 
education science.23

The second, and largest, group is frontline EM teachers 
who are invested in a particular project and want to take 
the necessary steps to raise their work to the standards 
of scholarship. Unlike education research, the barrier 
to education innovation is low; thus, support for these 
“grassroots” efforts can yield significant returns. When an 
education innovation is raised to the standard of scholarship 
the teacher benefits from increased academic recognition. For 
the EM education community, when education innovations are 
appropriately developed and widely disseminated common 
needs are often addressed, preventing reduplication of effort, 
and decreasing the collective work of EM educators. Ten 
key steps to raise an education innovation to the standard of 
scholarship are detailed in Figure 2.24

However, to address the complex, multi-faceted practical 
issues currently facing EM education will require a dedicated 
group of education scholars who contribute in a sustained and 
directed, rather than opportunistic, fashion. This third group 
of clinician educators, in contrast to the other two groups, 
is committed to clinical practice to ensure familiarity with 
the issues facing education programs, grounded in education 
theory, and regularly producing scholarship (particularly 
innovations) that systematically addresses the complex needs 
of the EM education community.25 A clinician educator 
occupies a unique space between education researchers and 
frontline teachers, formally trained but focused on frontline 
problems that require innovations. This (presumably smaller) 
group requires three key elements for success.

First, formal, but practical, training allows for grounding 
in education theory that informs scholarship. Akin to the 
research graduate training necessary for a career as an education 
researcher, a medical education fellowship orients a dedicated 
clinician educator to best practices and informing theories when 
designing an innovative curriculum or assessment instrument. 
The core concepts required of such fellowships for EM 
education scholars have been well articulated.26-28

Second, dedicated clinician educators cannot excel 

while working in isolation. A community of practice, 
defined as “the collaborative, informal networks that support 
professional practitioners in their efforts to develop shared 
understandings and engage in work-relevant knowledge 
building,”29 is an important element of success. Communities 
of practice are collectively engaged in the creation of new 
ideas and innovations. Communities of practice connect 
education scholars across institutions, leveraging collective 
analysis of a problem to create an innovative solution. 
Participation involves more than networking or exchanging 
data. Junior members can be fostered via legitimate peripheral 
participation, progressively developing abilities that 
allow greater contribution over time.30 Thus, EM teachers 
who approach ES as opportunistic (i.e. “one-off”) can be 
progressively engaged to more regularly contribute to the 
collective issues facing the EM education community.31

Finally, in the same manner as successful researcher, 
successful clinician educators require institutional support 
and resources. The important step here is articulating to 
funding agencies and institutional leadership the educational 
value and academic legitimacy of theory-informed, peer-
reviewed, publically disseminated innovations. In one 
national environmental scan of institutional support for 
ES, it was found that only 50% of institutions specifically 
included education innovation as an acceptable avenue 
for academic promotion.16 Another North American study 
showed that promotion based on ES was less valued than 
clinical research.32 If the quality of medical education research 
correlates with the amount of funding, than possibly the same 
may be true for the quality of medical education innovation.33 
Bandiera et al. articulate the key elements required to support 
a culture of ES, including protected time, infrastructure 
funding, reward models for productivity, and widely accepted 
metrics (especially alternative metrics to traditional markers) 
to measure impact and outcomes.34

KEY EM EDUCATION SCHOLARSHIP AREAS
Recognizing that an issue explored by an education scholar 

will be influenced by the specifics of personal interest and local 
need, there are a number of emerging topics relevant to education 
that deserve attention from the EM education community.

Delivery of Competency-based Medical Education 
(CBME) Programs

CBME organizes the delivery of EM education based 
on the abilities (i.e. competencies) required of graduates.35 
The Accreditation Council for Graduate Medical Education/
American Board of EM Milestones Project,7 the Association 
of American Medical Colleges Core Entrustable Professional 
Activities for Entering Residency,36 and the CanMEDS 2015 
Framework8 are all CBME initiatives. Presumably, they have 
been implemented to meet the contemporary challenges of 
medical education. However, a lot of work is still required 
to make these initiatives functional. How will work-based 

Criteria
• Clear goals (i.e., defined and specific innovation that meets 

a need)
• Adequate preparation (i.e., builds on theory, principles or 

best practics in the area)
• Appropriate methods (i.e., proper and effective design)
• Significant results (i.e., meaningful contribution to the field)
• Effective presentation (i.e., broad dissemination)
• Reflective critique (i.e., analysis or evaluation of the 

innovation)
Figure 1. Criteria for assessing an education innovation as 
scholarship.17
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assessment be designed in a valid fashion?37 How will 
personalized learner advancement, based on completion of 
milestones, be balanced against the service needs of pre-
established rotations? Will accreditation continue as a function 
of process (e.g. number of rotations completed, availability 
of hospital resources etc.) or outcomes (e.g. quality of patient 
care)?38 Program directors, educators and front-line teachers 
equally have an opportunity to collectively contribute to the 
innovations that will make CBME work.

Impact of Social Media on Learning
Technology has permitted individuals from around the 

world to collectively share, curate and develop medical 
education resources.39 The rapid adoption of social media and 
FOAM is highly influential in EM education. For education 
scholars there are numerous issues that require attention. For 
example, how is quality determined in a non-hierarchical, 
immediate-publication environment?40,41 How can alternative 
metrics be used to demonstrate the impact of scholarly 
innovations?42 How can just-in-time digital education 
resources be used to optimize bedside clinical care?43,44 

Redesign of Continuing Professional Development / 
Continuing Medical Education

A third key EM ES topic addresses the ongoing 
maintenance of competence of physicians in practice. With 
the rapid advancement of medical science, the learning 
curves of physicians in practice can no longer be assumed 
to maintain as a plateau, rather, continued growth should 
be anticipated.45 Moreover, while traditional approaches to 
continuing professional development (CPD) have focused on 
the individual,46 emerging constructs view the patient care 
team (i.e. microsystem) as the unit of intervention.47 For an 
EM education scholar, how is ongoing learning assessed and 
certified in practice? What innovations promote team-based, 
in-situ learning? Is there a role for maintenance of certification 
of a team?

CONCLUSION
As medical education in North America reorganizes 

and EM practice becomes increasingly complex, the need 
for ES to provide solutions and inform best practices grows. 
ES, including both research and innovation, is informed by 
theories and principles, peer reviewed and disseminated and 
archived for others to use. Distinct from education researchers 
and frontline teachers, there is a need for clinician educators to 
systematically develop innovations that address the common, 
practical needs of the education community. Finally, important 
areas for EM education scholars to address include the 
delivery of competency-based medical education programs, 
the impact of social media on learning, and the redesign of 
continuing professional development.
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Introduction: Morbidity and mortality conferences (M+M) are a traditional part of residency training 
and mandated by the Accreditation Counsel of Graduate Medical Education. This study’s objective 
was to determine the goals, structure, and the prevalence of practices that foster strong safety 
cultures in the M+Ms of U.S. emergency medicine (EM) residency programs.

Methods: The authors conducted a national survey of U.S. EM residency program directors. The 
survey instrument evaluated five domains of M+M (Organization and Infrastructure; Case Finding; 
Case Selection; Presentation; and Follow up) based on the validated Agency for Healthcare 
Research & Quality Safety Culture survey. 

Results: There was an 80% (151/188) response rate. The primary objectives of M+M were 
discussing adverse outcomes (53/151, 35%), identifying systems errors (47/151, 31%) and 
identifying cognitive errors (26/151, 17%). Fifty-six percent (84/151) of institutions have anonymous 
case submission, with 10% (15/151) maintaining complete anonymity during the presentation and 
21% (31/151) maintaining partial anonymity. Forty-seven percent (71/151) of programs report a 
formal process to follow up on systems issues identified at M+M. Forty-four percent (67/151) of 
programs report regular debriefing with residents who have had their cases presented. 

Conclusion: The structure and goals of M+Ms in EM residencies vary widely. Many programs lack 
features of M+M that promote a non-punitive response to error, such as anonymity. Other programs 
lack features that support strong safety cultures, such as following up on systems issues or reporting 
back to residents on improvements. Further research is warranted to determine if M+M structure is 
related to patient safety culture in residency programs. [West J Emerg Med. 2015;16(6):810–817.]

INTRODUCTION
Background

Following the Institute of Medicine’s (IOM) 1999 report To 
Err is Human,1 there has been widespread support for promoting 
a culture of safety within healthcare organizations.2 A key goal 
of the patient safety movement has been creating non-punitive 
systems that encourage approaching safety systematically.3 
Routine case reporting and detailed case review is an essential 
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part of this systematic approach, and facilitates the evaluation 
of clinical judgment and identification of systems errors. If 
conducted with attention to best practices such as non-punitive 
review, debriefing, and follow up on systems improvements it 
can support building strong safety cultures in medicine.4 

Importance
Morbidity and mortality conferences (M+Ms) hold a long 
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tradition in medicine and play important roles in physician 
education and quality improvement (QI).5 However, the 
historical culture of “blame and shame” embedded in M+M 
conferences is at odds with the goals of educating trainees in 
a culture of safety.6,7 M+M conferences structured to teach 
residents to systematically analyze practice using QI methods 
in a non-punitive environment can help enhance emergency 
medicine (EM) safety culture.8 Specifically, recommended 
techniques include conference formats that employ 
anonymous case reporting, use non-punitive approaches to 
case review, formal debriefing of trainees with cases, and 
follow up of actions taken to address systems issues.9-11 While 
there was one published survey studying the formats of M+M 
in EM residency programs,12 this did not focus on the methods 
that M+M uses to approach non-punitive review, debriefing, 
and follow up. 

Goals of this investigation
This study aimed to determine the structure and processes 

of M+Ms in U.S. EM residency programs. Specifically, we 
were interested in determining the proportion of EM residency 
programs with conferences that were structured to 1) provide 
anonymous case submission and maintain anonymity during 
case presentations, 2) provide debriefing with residents after 
conferences are complete, and 3) follow up on systems issues 
identified during M+M.

METHODS
Study Design 

We conducted a cross-sectional survey of all U.S. EM 
residency programs in the Society for Academic Emergency 
Medicine (SAEM) directory to determine the structure of 
their M+M conferences. We designed a 19-item survey 
instrument to assess the structure of EM M+M conferences 
in the context of safety culture. The survey instrument 
evaluated five domains of M+M conferences: 1) organization 
and infrastructure; 2) case finding; 3) case selection; 4) 
presentation; and 5) follow up. The domains and culture 
of safety questions were based on the previously validated 
Agency for Healthcare Research & Quality (AHRQ) Patient 
Safety Survey.13 The survey was pilot-tested on three chief 
residents for clarity prior to survey distribution. The survey 
was administered using a web-based survey tool (Survey 
Monkey, Palo Alto, CA) and is attached as an appendix. If 
a respondent did not answer all questions, their complete 
answers were included. Our institutional review board 
approved this study.

Study Setting and Population
We surveyed every EM residency listed in the SAEM 

directory between September and December 2013. The survey 
was to be completed by the individual most responsible for 
overseeing M+M conferences at their institution. We emailed 
the survey to the program director, who was instructed to 

complete the survey or forward it on to the individual most 
responsible for M+M. Non-responders received repeat email 
requests and follow-up phone calls to encourage completion. 

Key Outcome Measures 
We defined anonymity as complete when neither residents 

nor attending physicians involved in the case were named 
in the case presentation, responsible for presenting it, or 
asked to comment during the case presentation. We defined 
anonymity as partial when neither residents nor attending 
physicians involved in the case were named in the case 
presentation or were responsible for presenting it, but could be 
asked to comment on it. Other outcomes including debriefing 
and follow up on systems improvement reflect the survey 
questions (See APPEND).

Data Analysis
We calculated descriptive statistics and 95% confidence 

intervals (95% CI). Bivariate associations were assessed with 
the Chi-square test. P<0.05 was considered significant.

RESULTS
Characteristics of study subjects

In the spring of 2013, 188 active EM training programs 
were listed in the SAEM directory. We received 164 unique 
responses, but had to exclude 13 as the survey response 
did not provide identifying information for the specific 
program. We include 151 responses from specific residency 
programs (80% response rate). One hundred forty-six 
out of the 151 (97%) respondents answered all questions. 
The demographics of responding programs can be found 
in Table 1. The majority of surveys were completed by 
residency physician administrators (108/151, 72%), with 
the remaining surveys completed by ED quality or safety 
leaders (17/151, 11%), ED clinical directors or operations 
administrators (11/151, 7%), attendings with no formal title 
(8/151, 5%) or the ED chairs (7/151, 5%). All respondents 
were attending physicians.

Structure
The basic characteristics of M+M conferences are 

reported in Table 2. When respondents were asked to 
rank, in order of importance, the objectives of M+M, the 
most common primary objective was to discuss adverse 
outcomes (53/151, 35%), followed by identify systems 
errors (47/151, 31%), identify cognitive errors (26/151, 
17%), discuss interesting cases (15/151, 10%), teach 
individual professional accountability (6/151, 4%), and 
“other” (4/151, 3%).

Case finding and selection
Cases for M+M conferences were identified by multiple 

methods (Table 2), with email from providers (124/146, 85%) 
and hospital patient safety reporting system (115/146, 79%) 
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length of residency training (three years vs. four).

Follow up
Forty-seven percent (71/151) of programs have a 

formalized process for following up on systems issues 
identified at M+Ms. This was not different across programs 
of different size, location or the length of residency training. 
The changes made as a result of cases presented at M+M 
conferences are reported back at future M+Ms at 10% 
(15/151) of programs, and by email or another method at 
58% (88/151) of programs. The remaining 32% (48/151) of 
programs do not regularly report back on changes made. 

Forty-four percent (67/151) of programs report that they 
regularly debrief with residents who have had cases discussed. 
When this is done, it is most often done by a member of the 
residency administration (39/151, 26%) and less often by a 
chief resident (3/151, 2%) or someone else (25/151, 17%). 
The proportion of programs with a formalized process in place 
for following up on systems issues was not different across 
programs of different size, location or the length of residency 
training. There was also no difference between these variables 
and the proportion of programs that have a regular debriefing 
for residents who have had their cases presented. 

There is a system to evaluate M+M conferences in place 
at most institutions, with attending physicians evaluating 
conferences at 61% (92/151) of institutions, and residents 
at 66% (100/151). Fifty-two percent (79/151) of institutions 
report that both resident and attending physicians formally 
evaluate these conferences. 

The majority of respondents believe that M+M 
conferences are of educational value to the residents (144/150, 
96%) (Figure 2). Most respondents also believe that case 
discussion focuses on identifying systems errors (124/151, 
82%) and identifying cognitive errors (109/151, 72%). Eighty-
eight percent (133/151) of respondents believe that M+M 
contributes to the culture of safety at their institutions. 

DISCUSSION
M+M conferences, a requirement of the Accreditation 

Counsel of Graduate Medical Education (ACGME) Resident 
Review Committee, serve a key quality and safety function 
for departments of EM across the U.S. We surveyed U.S. 
EM residencies and found variability in the organization 
and structure of these conferences. Although best practice 
suggests that high quality incident analysis requires robust 
reporting, non-punitive review, and institutionalized follow up 
and debriefing,4 we found that many EM programs have not 
implemented these best practices in their M+M conferences.

The concept of safety cultures, born out of error analysis 
in Chernobyl,14,15 has been adapted from other high-reliability 
industries and widely applied in healthcare. The IOM has further 
reinforced the essential role that physicians play in creating a 
strong safety culture through voluntary reporting of error.1 

EM residency programs do not appear to have 

N % (95% CIs)
Region

Northeast 47 31 (18-44)
Midwest 41 27 (13-41)
South 41 27 (13-41)
West 22 15 (0.08-30)

Program structure 
3 Year 103 68 (59-77)
4 Year 48 32 (19-45)

Program size (total number of residents)
0-20 17 11 (0-26)
21-40 83 55 (42-68)
41-60 48 32 (16-48)
>60 3 2 (0-75)

Table 1. Demographics of responding emergency medicine 
residency programs.

used most frequently. Regular review of ED deaths and return 
visits were done at the majority of institutions (93/146, 64% 
and 81/146, 55% respectively), while regular review of death 
after admission was performed at 41% of institutions. 

The decision regarding which cases to include in the 
conference was made by the attending supervising the 
conference at 40% (61/151) of institutions and through 
collaboration between the resident presenting and the 
attending supervising the conference at 40% (60/151) of 
institutions. At the remaining institutions, the resident 
presenting the cases (10/151, 7%), QI leadership (8/151, 
5%) and chief residents (6/151, 4%) decided which cases to 
present. Six institutions (4%) listed other mechanisms for 
choosing which cases to present, such as an education fellow 
or QI committee. 

When asked to rank in order of importance, the criteria 
used to determine which cases were presented, the most 
frequently top-rated criteria was the presence of errors, 
regardless of patient outcome (73/150, 49%), followed by 
severity of outcome (42/150, 28%), interesting nature of 
disease (29/150, 19%) and referral by another department 
(6/150, 4%).

Case presentation and anonymity 
The structure of case presentation varies across residencies 

(Table 2). There is variation related to anonymity, both in case 
submission and during the conference itself (Figure 1). Ten 
percent (15/151) of programs maintained complete anonymity 
during the case presentation, 21% (31/151) of program 
maintained partial anonymity, and 69% (105/151) did not 
maintain anonymity. We were unable to detect any difference 
between the proportion of programs with complete and partial 
anonymity across programs of different size, location or the 
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n % (95% CIs)
Organization and infrastructure

Conference frequency 

Weekly 17 11 (0-26)
Bi-weekly (every other week) 10 7 (0-23)
Monthly 108 72 (64-81)
Less than once monthly 16 10 (0-25)

Conference length 
Shorter than 1 hour 3 2 (0-18)
1 hour 115 76 (68-84)
2 hours 27 18 (4-33)
Longer than 2 hours 6 4 (0-20)

Case finding

Method for case identification

Email from providers 124 85 (79-91)
Hospitals patient safety reporting 
system

115 79 (72-86)

Referred from risk management 98 67 (58-76)
Regular review of deaths in ED 93 64 (54-74)
Regular review of deaths after 
admission

60 41 (27-53)

Regular review of return visits 81 55 (44-66)
Anonymous case submission available

Yes 84 56 (45-67)
No 67 44 (32-56)

Case selection
Conference oversight

Program director 37 25 (11-39)
Associate/assistant program director 22 15 (1-30)
Director of quality 54 36 (23-49)
Other faculty 35 24 (10-38)

Criteria used to determine which cases 
are presented 

Presence of errors, regardless of 
patient outcome

73 49 (41-57)

Severity of outcome 42 28 (21-35)
Interesting nature of disease 29 19 (13-25)
Referred by another department for 
presentation 

6 4 (1-7)

Table 2. Characteristics of emergency medicine morbidity and 
mortality conferences.

standardized this process. Of note, one fifth of programs 
do not use a hospital patient safety reporting system to 
identify cases, and EM programs are as likely to use email 
submissions as they are to use their hospital’s patient safety 
reporting systems. The risk of this practice is that it bypasses 
institutional safety analysis, and may leave out certain 
stakeholders such as nursing or other relevant departments. 

This lack of structured voluntary reporting is not surprising. 
EM also lacks an industry-wide standard for which incidents 
mandate peer review, likely contributing to the variation that 
we found in the criteria used to determine which cases are 
reviewed. While the Joint Commission and state boards have 
standards for mandatory reporting, such as perioperative death 
and wrong-side surgery, there are not similar standards or 
guidelines of which cases EDs should be reviewing. 

We did, however, find that most programs are reviewing a 
common set of indicators including ED deaths and return visits. 
However, about a fifth are not reviewing hospital patient safety 
reports, over a third of programs are not routinely reviewing ED 
deaths, and even less are reviewing deaths during the inpatient 
stay. As deaths are the highest-risk cases, this raises concern 
that systematic review of all errors is not done at many EM 
programs. Inpatient mortality is also increasingly important 
to hospitals as Medicare expands the measurement of 30-day 
hospital mortality and increases the amount of reimbursement 
that is tied to performance on this metric. Given this, inpatient 
deaths soon after ED admission (e.g. 48 hours) should be 
included in standard EM case reviews. 

Anonymity during incident reporting is one technique to 
encourage robust reporting and a strong safety culture.16,17 We 
found that anonymity during M+M is not the norm at many 
EM programs. Just over half of programs provide anonymous 
case reporting, and only 10% structure their conferences to 
keep both attending physicians and residents completely 
anonymous during case discussion. Extrapolating from the 
evidence supporting anonymous reporting, one could posit 
that anonymous case review would further reinforce a culture 
of safety. Given that trainees are a vulnerable population, we 
suspect that they may experience public review of their role 
in adverse events as humiliating, shameful and ultimately 
punitive. Indeed, a survey of trainees by Wu et al. found 
that trainees who publicly accept responsibility for error 
undergo significant emotional stress, and that these events 
are associated with remorse, anger, guilt, and feelings of 
inadequacy.18 Interestingly, in this survey, it was also noted 
that residents who publicly discussed their cases were more 
likely to report constructive changes in their practice. 

This paradox–the perception that punitive environments 
can foster learning–is one that has likely prevented more 
widespread adoption of anonymous M+M conferences. 
Despite the potential educational effect of a punitive behavior, 
the cost associated with the emotional stress and disincentive 
to report has lead to an industry-wide movement towards non-
punitive healthcare environments. This movement represents 

a paradigm shift from the historical structure of case review 
at M+M, which focused on holding individuals personally 
accountable for errors, regardless of contributing factors. 
This “blame and shame” approach hinged on identifying an 

ED, emergency department
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n % (95% CIs)
Presentation

Case presenter 
Resident involved in patient’s care 60 41 (29-53)
Resident who presents entire 
conference (not involved in patient’s 
care)

61 42 (30-54)

Faculty involved in patient’s care 7 5 (0-21)
Faculty not involved 18 12 (0-28)

Anonymity
Maintain complete anonymity 15 10 (0-25)
Maintain partial anonymity 31 21 (7-35)

Follow up
Single individual responsible for follow 
up

Yes 76 50 (39-61)
No 75 50 (39-61)

Is there a formalized process for 
following up on systems issues 
identified at M+M

Yes 71 47 (35-57)
No 79 53 (42-64)

Changes are made as a result of 
cases presented at M+M conferences 
reported back to residents 

Yes 103 68 (59-77)
Not regularly 48 32 (19-45)

There is regular debriefing with 
residents who have had their cases 
discussed at M+M

Yes 67 44 (32-59)
No 84 56 (45-67)

M+M is formally evaluated by 
attendings

Yes 92 61 (51-71)
No 59 39 (27-51)

M+M is formally evaluated by residents 

Yes 100 66 (57-75)
No 51 34 (21-47)

Table 2. Continued. 

M+M, morbidity and mortality conferences

individual responsible for an adverse event and encouraging 
critical comments from peers and superiors on the nature 
of the error. However, with only 4% of programs ranking 
“teaching personal accountability” as their primary objective 
of M+M, it seems that this cultural shift has begun. We posit 
that although programs’ objectives are aligned with non-

punitive review, they have been slower to make their M+M 
process anonymous because of these historical traditions. 
Indeed, with only 44% of hospitals surveyed in the most 
recent AHRQ Hospital Survey on Patient Safety Culture 
endorsing non-punitive response to error, this is a persistent 
problem nationally.19

There are likely several reasons that M+M has been 
slow to adopt a non-punitive approach to case review. The 
individuals in charge of M+M, generally senior physicians 
with administrative roles, trained in the era of “blame and 
shame” M+M. While they may understand the importance 
of changing M+M culture to support non-punitive review, 
they may not appreciate the stress and negative feelings that 
having one’s case publicly presented at M+M causes for the 
average provider, especially for trainees. Second, we suspect 
that some physicians believe that anonymity reduces personal 
accountability and do not recognize the role that it plays in 
creating a safe space which encourages self-reporting of cases 
and maximizes learning. 

Indeed, even within our authorship group there is not 
complete agreement on the role that anonymous case review 
plays in creating non-punitive cultures. While three of us think 
an anonymous M+M is more supportive of safety culture 
(EA, KW, JS), one of us (EN) thinks that naming providers in 
M+M can improve professional development and contribute 
to a culture of safety if done in a supportive environment. 
However, we all agree that anonymity may allow for more 
effective engagement of audience members, allowing them to 
separate the error from the individuals being discussed making 
these errors more teachable moments. Rather than the audience 
focusing on why that physician made the choices s/he did, they 
can instead focus on the generalizable systems and cognitive 
issues that apply to all providers presented with a similar 
patient, improving the educational benefit of the discussion. 
Given that the majority of institutions reported that they aim for 
the conferences to address systems issues, fostering anonymity 
should support this goal. Interestingly, to our knowledge, the 
effect of anonymity in medical case review on creating a non-
punitive culture has not been researched.

Formal debriefing with residency leadership is important 
to assess the resident’s reaction to the adverse event, self-
assessment, and development of a performance improvement 
plan if needed. If M+M presentations are anonymous, 
such debriefing can insure that trainees consider personal 
accountability for adverse events, an important characteristic 
of a professional culture. Less than half of programs, however, 
have regular debriefing with residents who have had their 
cases discussed at M+M. This represents another opportunity 
to use cases for physician education. 

Research has shown that even highly capable individuals 
are prone to failure if working within a poorly designed 
system.20 Understanding this, and the multi-factorial nature 
of errors, it is essential that there are mechanisms in place 
to follow up on the systems issues identified at M+M 
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conferences. Despite this, we found that only half of programs 
have a single individual who is responsible for following up 
on systems issues that are identified and even fewer have 
clear processes in place to do this. When changes are made, 
only a third of programs regularly report them back to staff. 
This may be because M+M conferences fall within the ED’s 
educational domain rather than operations, and could be 
improved if M+M was integrated as a component of quality, 
safety and operations effort. Indeed, research has shown that 
by implementing a hospital-wide M+M conference with 
the express purpose of focusing on systems-based problems 
hospitals can effectively engage multiple stakeholders in the 
open discussion of error, identification of system failures and 
promotion of initiatives to improve patient safety.21

The lack of formalized follow up may be why only a 
small minority (11%) of respondents believed that systems 
issues identified at M+M conferences always lead to change 
in their EDs. It has been well documented that a leading 
barrier to a culture of safety is a failure to follow up with 
frontline providers on how adverse events led to systems 
improvements.22,23 Without such follow up, frontline providers 
can feel that their observations about safety issues are not 
important, and if reported will fall on deaf ears, ultimately 

leading to a lower likelihood of reporting safety issues. This 
can deprive an ED of its most important source of information, 
as near misses and potential errors are much more common 
than adverse events that leaders usually hear about.

While we found that most EM M+Ms are not structured 
in a way that maximally supports strong safety cultures, we 
did not evaluate participants’ perceptions of M+M or safety 
culture. Further study is needed to evaluate the impact of 
M+M structure on residents’ perceptions of safety culture in 
their institutions and whether different M+M formats, such 
as those using anonymity, result in a less punitive culture and 
ultimately improved patient outcomes.

From review of this data and the literature on M+M, we 
recommend that programs prioritize the implementation of 
anonymous case reporting, creating a formalized process for 
follow up on the systems issues discussed and employing a clear 
structure for debriefing residents whose cases were discussed. 
Institutions can start this process by creating resident anonymity–
recognizing that residents are a more vulnerable population 
for whom addition steps should be taken to ensure a non-
punitive environment–while attendings continue to be publicly 
accountable for their cases. Together, these relatively basic 
changes will help promote robust case reporting and disclosure 

	  

	  

Figure 1. Structure of morbidity and mortality conferences (M+M) case presentation.

Figure 2. Goals and impact of morbidity and mortality conferences (M+M) conference.
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of error, helping our specialty set the example for strong safety 
cultures in residency training and incident analysis. 

LIMITATIONS
Because this was a survey, we were limited by response 

bias; the results represent the views of the individual respondent 
at those programs that responded. Our high response rate 
supports the external generalizability of our findings. All 
responses are self-reported and cannot be confirmed, another 
limitation of the study design. Additionally, only program 
directors or faculty directly responsible for M+Ms were 
surveyed. This results in a bias towards the opinions of those 
most responsible for conducting these conferences and does 
not represent the opinions of residents or other non-invested 
attending physicians. It is likely that the opinions program 
directors and faculty directly responsible for M+M are more 
positive than a general M+M audience, for example their 
assessment of the role of M+M on culture of safety, but also the 
presence of structures that would be perceived as positive, such 
as resident debriefing. Therefore, the proportion of residencies 
without structures that are perceived as positive is likely a 
conservative estimate. While the survey was anonymous–we 
did not collect individual identifiers–we did collect role and 
institution. Although survey respondents knew that the results 
would be reported anonymously, the survey was not anonymous 
to the study staff. This could have lead to misreporting. 

As a survey, the questions asked also may not capture the 
nuances of many M+M conferences. For example, at some 
institutions cases may be presented anonymously; however, 
the residents and attendings involved may regularly volunteer 
remarks about their thought processes. These institutions 
would be classified as anonymous in this survey, which does 
not reflect the culture of safety that embraces people sharing 
details of error publicly, even if not asked.

CONCLUSION
This national survey of EM residencies demonstrates that 

while M+M conference is a standard part of EM residency 
training in the U.S, there is a great degree of variation in 
the structure of these conferences. Many programs have not 
integrated key tenets of a culture of safety into their M+M 
process, such as anonymous case review, debriefing of 
participants and follow up of changes that resulted from the 
review. While this survey could not determine the impact of 
M+M structure on resident education and clinical practice, it 
demonstrates the opportunity for EM to improve the culture 
of safety by incorporating these elements into regular case 
review in the future.
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Introduction: The focused assessment with sonography for trauma (FAST) is a commonly used and 
life-saving tool in the initial assessment of trauma patients. The recommended emergency medicine 
(EM) curriculum includes ultrasound and studies show the additional utility of ultrasound training for 
medical students. EM clerkships vary and often do not contain formal ultrasound instruction. Time 
constraints for facilitating lectures and hands-on learning of ultrasound are challenging. Limitations 
on didactics call for development and inclusion of novel educational strategies, such as simulation. 
The objective of this study was to compare the test, survey, and performance of ultrasound between 
medical students trained on an ultrasound simulator versus those trained via traditional, hands-on 
patient format. 

Methods: This was a prospective, blinded, controlled educational study focused on EM clerkship 
medical students. After all received a standardized lecture with pictorial demonstration of image 
acquisition, students were randomized into two groups: control group receiving traditional training 
method via practice on a human model and intervention group training via practice on an ultrasound 
simulator. Participants were tested and surveyed on indications and interpretation of FAST and training 
and confidence with image interpretation and acquisition before and after this educational activity. 
Evaluation of FAST skills was performed on a human model to emulate patient care and practical skills 
were scored via objective structured clinical examination (OSCE) with critical action checklist. 

Results: There was no significant difference between control group (N=54) and intervention group 
(N=39) on pretest scores, prior ultrasound training/education, or ultrasound comfort level in general 
or on FAST. All students (N=93) showed significant improvement from pre- to post-test scores and 
significant improvement in comfort level using ultrasound in general and on FAST (p<0.001). There 
was no significant difference between groups on OSCE scores of FAST on a live model. Overall, no 
differences were demonstrated between groups trained on human models versus simulator.

Discussion: There was no difference between groups in knowledge based ultrasound test scores, 
survey of comfort levels with ultrasound, and students’ abilities to perform and interpret FAST on 
human models.

Conclusion: These findings suggest that an ultrasound simulator is a suitable alternative method 
for ultrasound education. Additional uses of ultrasound simulation should be explored in the future. 
[West J Emerg Med. 2015;16(6):818–822.]
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INTRODUCTION
Ultrasound training is an essential part of many residency 

programs including emergency medicine (EM), obstetrics 
and gynecology, surgery and internal medicine.1-3 It is often 
included in the medical school clerkships within these fields. 
However, despite the fact that it has increasingly become 
a required skill for these specialties, ultrasound training 
varies greatly across training environments, programs, and 
specialties without standardized curriculums or assessment of 
skills1. For example, with the institution of the Accreditation 
Council of Graduate Medical Education Milestone project 
into EM residencies, expectations for incoming medical 
students have been clearly delineated.4 A survey of EM interns 
reported the largest gap in training between the undergraduate 
curriculum and the current competency-based expectations 
lies in the ultrasound milestone. Only 61% of responders 
felt they had received the equivalent of Level 1 training in 
ultrasound (as opposed to 99% in professional values and 
team management.5 

The expansion of the clinical indications for ultrasound 
highlights the potential impact of innovative ultrasound 
education methods. The focused assessment with sonography 
for trauma (FAST) is an essential scan and was chosen as the 
focus for this study due to its potential application across fields 
,including EM, surgery and obstetrics. Traditional teaching in 
ultrasound is often expensive and time-consuming, requiring 
the use of live human models, instructors and ultrasound 
machines. Even with intensive resource utilization, traditional 
models have been shown to lag behind in the development of 
US interpretation skills.6 The use of simulation for medical 
teaching has been shown to be feasible and useful in many 
different educational scenarios. A recent joint Council of 
Residency Directors and Academy of Emergency Ultrasound 
consensus document suggests simulators are a viable 
alternative for ultrasound training.7 Similar to use of human 
simulators, the use of ultrasound simulators has been shown 
to be high fidelity and have the ability to enhance learning and 
evaluation. Simulators provide the experience of conducting 
an ultrasound by requiring proper probe placement and 
scanning techniques, and providing real-time ultrasound 
images as feedback. Several studies have been done validating 
simulators for ultrasound-guided procedures including central 
line placement and paracentesis.8-10 A prior study looked at the 
use of a simulator in the teaching of the FAST to acquire and 
interpret images and showed no significant difference between 
the live model and ultrasound simulator groups.11

This study sought to evaluate the question: “are live 
ultrasound models replaceable?” through a more thorough 
education strategy and assessment requiring image acquisition 
and interpretation, in addition to assessment on validated 
American College of Emergency Physician (ACEP) 
ultrasound questions and clinical indications and applications 
of FAST use. The aim of this study was to show non-

inferiority of a simulator-based ultrasound training module 
compared to the traditional model using human models, which 
is a more expensive and more time-consuming educational 
paradigm. For this study, it was hypothesized that medical 
student use of an educational module for ultrasound education 
using a sonographic simulator during their fourth-year EM 
clerkship would not be inferior to traditional teaching using 
live lecture followed by hands-on training with live models. 

METHODS
Study Design

This was a prospective, blinded, controlled study conducted 
on a consecutive sample of medical students participating in 
a fourth-year EM clerkship. This study was approved by the 
institutional review board, participation was voluntary, and 
verbal consent was obtained from all participants.

Study Setting and Population
This study was conducted over eight months, 

consecutively enrolling medical students during their one 
month, required fourth-year medical student EM clerkship 
at an urban, academic, tertiary care medical center and 
its affiliates. No formal ultrasound education exists in the 
medical student curriculum at this institution. Students were 
randomized into a traditional training group (control group) 
or an ultrasound simulator group (intervention group). 
Randomization was based on months of the year with students 
rotating during odd numbered months assigned to the control 
group and students rotating during even numbered months 
assigned to the intervention group. 

Study Protocol
The training was performed once a month for each group 

of students. Two weeks prior to the training, all students took 
a 20-question written pretest, composed of questions from 
the ACEP ultrasound question bank, a validated question 
bank targeting emergency department ultrasound indications, 
and ultrasound image interpretation. Along with the pre-test, 
students took a survey evaluating their baseline knowledge, 
prior exposure to and comfort level with ultrasound. The 
survey questions were based on a Likert scale of 1 through 4 
with 1 representing “not at all” comfortable to 4 representing 
“very comfortable” with the item. 

All students received a standardized, introductory lecture 
on the use of ultrasound, FAST basics and indications, and 
how to conduct a FAST exam. No student questions were 
answered during the lecture to maintain standardization. The 
lecture was delivered by the same instructor to both control 
and intervention groups, prior to opportunity for hands-on, 
self-directed practice. Noble et al demonstrated that practical 
training was an important part of ultrasound education.12 The 
instructor demonstrated image acquisition for each of the two 
groups and then participants were given time for self-directed, 
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non-proctored practice on model of their assigned group. The 
control group participated in hands-on learning and practiced 
the FAST exam on human models (student volunteers). The 
intervention group participated in hands-on learning and 
practice of the FAST exam on the ultrasound simulator, a 
SonoMan Ultrasound Diagnostic Trainer (Simulab, Seattle, 
WA), which is a torso model with embedded electronics that 
simulates high fidelity normal and pathologic images in real 
time as the students perform ultrasound scans. No pathologic 
images were included or accessed during this training module.

Following the training modules, all students completed a 
post-test (identical to the pre-test), as well as a repeat survey. 
Additionally, an objective structured clinical examination 
(OSCE) on a live model was administered to both groups. The 
live model was used for the examination because the ultimate 
goal is to improve the ability to perform ultrasound on a live 
patient in a clinical setting. Students were assessed via OSCE 
on their performance of the FAST exam using a standardized, 
clinical skills “Critical Action” checklist (Figure) administered 
and graded by two blinded facilitators, both expert in 
emergency ultrasound. Examples of items on the checklist 
include proper probe orientation and the ability to effectively 
visualize each ultrasound view of the FAST exam. 

Outcome Measurements
Outcomes based on the following measures were 

evaluated: comparison of ultrasound knowledge between pre- 
and post-test scores in order to assess ultrasound knowledge; 
comparison of pre- and post-survey results of comfort with 
use of ultrasound; and finally the results of the OSCEs, 
specifically the ability of a student to perform critical actions 
required in order to successfully identify and interpret normal 
and pathologic images on FAST. We analyzed knowledge 
and comfort within groups from pre to post intervention, as 
well as between groups. OSCE scores of ability to perform 
ultrasounds were compared between groups.

RESULTS
All clerkship students offered participation consented 

and a total of 93 students were trained and tested in this study 
(control group N=54, intervention group N=39). There was 
no significant difference between groups on pre-test scores, 
survey results of prior ultrasound training and education or 
comfort level using ultrasound in general and specifically 
for the FAST exam. All students were in their fourth year 
of medical school, had similar levels of prior training in 
ultrasound, and similar initial comfort levels with ultrasound.

All students showed a significant improvement in their 
pre- and post-test scores (p<0.001). Mean pre-test and post-
test scores for the control group were 58.5% (SD12) and 
78.1% (SD 13), respectively. Mean pre-test and post-test 
scores for the intervention group were 56.7 % (SD13) and 
75.4% (SD12). Comparison of scores between groups showed 
no significant difference.

Mean pre-survey comfort level was 1.38 on a four-
point Likert score for the control group and 1.1 for the 
intervention group (p=0.81). Post-survey comfort level was 
2.65 for the control group and 2.67 for the intervention 
group. All students in both control and intervention groups 
demonstrated significant improvement in their comfort 
levels using ultrasound in general and for the FAST exam 
after they received the intervention (p<0.001), with no 
difference between the two groups. All students reported 
scores of 3 or 4 on usefulness of educational session, again 
with no difference between groups. Additionally, there 
was no significant difference between groups on the OSCE 
standardized, clinical skills checklist conducted on the 
human model. Mean OSCE score was 78.2% for the control 
group and 81.6% for the intervention group. Overall, no 
difference in any of the described metrics was demonstrated 
between groups trained on human models versus those 
trained on the ultrasound simulator.

DISCUSSION
It was hypothesized that using an ultrasound simulator 

would not be inferior to a human model for basic ultrasound 
training for the FAST exam. All students showed an increase 

Date: Pass Fail
1. Must wear gloves
2. Explains criteria for FAST exam
3. Turns on US machine and selects proper 
probe
4. Obtains adequate Morison’s view
5. Obtains adequate pelvic view
6. Obtains adequate perisplenic view
7. Obtains adequate subcostal or parasternal 
long axis view
8. Demonstrates the proper orientation of the 
probe marker for each view
9. Image A. Identifies positive Morison’s view.
10. Image B. Identifies negative perisplenic 
view.
11. Image C. Identifies as positive cardiac view, 
subcostal.
12. Image D. Identifies as positive female pelvic 
view.
13. Image E. Identifies positive perisplenic view.
14. Image F. Identifies negative Morison’s view.
15. Image G. Identifies artifact in image as rib 
shadowing.
Total: 

Figure. Critical action checklist for objective structured clinical 
examination of focused assessment with sonography for trauma 
(FAST) performance.
US, ultrasound 



Volume XVI, no. 6 : November 2015 821 Western Journal of Emergency Medicine

Bentley et al. Are Live Ultrasound Models Replaceable?

in ultrasound knowledge, comfort and confidence after the 
educational intervention. In addition, the intervention group 
exhibited similar scores and comfort and confidence levels 
compared to the control group on the written, knowledge-
based test and OSCE scores, which represents similar 
knowledge and skills gains.

Traditional ultrasound education using human models, 
direct faculty time, and a dedicated ultrasound machine is 
expensive and time consuming. Additionally, a downside to 
use of human models is the scarcity of pathologic examination 
findings. The use of an ultrasound simulator streamlines the 
educational process by obviating the need for human models 
and additional ultrasound machines for training purposes. 
Another notable advantage is that various pathology that 
would be impossible to recreate in healthy models can be 
demonstrated. ACEP advocates that trainees be exposed to 
both normal and pathologic examinations in order to increase 
proficiency and skill level.13 

LIMITATIONS
Limitations to the study include a small sample size 

(N=93). Data was only collected at one clinical center. 
Outcome measures chosen demonstrate knowledge acquisition 
but do not offer data on clinical or patient care outcomes. 
Additionally, we did not assess demonstration to date of long-
term retention. 

CONCLUSION
The use of an ultrasound simulator is a convenient 

and objective method of educating medical students on 
ultrasound. Study results reveal that the use of a novel 
curriculum incorporating ultrasound simulation was non-
inferior to traditional methods of ultrasound education using 
human models as demonstrated through knowledge-based 
written testing, surveys of comfort levels with ultrasound, 
and objective examinations of students’ abilities to perform 
ultrasound on a human model in real time. There is a 
paucity of literature on the subject of validated teaching and 
evaluation of bedside ultrasound. This study is a proposed 
step on the path to developing an ultrasound curriculum 
using simulation methods that are non-inferior to traditional 
methods for teaching ultrasound. The ultimate goal is to 
develop an exportable and easy-to-use module for self-
directed ultrasound training that will eliminate the need for 
models, live instructors, and that may be used across many 
different specialties, levels of training, and practice settings. 
Ultrasound simulation provides a viable solution to the 
problem of deliberate practice and mastery of the FAST and 
other ultrasound applications.

Additional uses of ultrasound simulation should be 
explored in the future, in particular, perhaps pioneering 
a validated and standardized learner-directed module for 
ultrasound training. 
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Introduction: The Accreditation Council for Graduate Medical Education requires that residency 
programs ensure resident competency in performing safe, effective handoffs. Understanding 
resident, attending, and nurse perceptions of the key elements of a safe and effective emergency 
department (ED) handoff is a crucial step to developing feasible, acceptable educational 
interventions to teach and assess this fundamental competency. The aim of our study was to identify 
the essential themes of ED-based handoffs and to explore the key cultural and interprofessional 
themes that may be barriers to developing and implementing successful ED-based educational 
handoff interventions.

Methods: Using a grounded theory approach and constructivist/interpretivist research paradigm, we 
analyzed data from three primary and one confirmatory focus groups (FGs) at an urban, academic 
ED. FG protocols were developed using open-ended questions that sought to understand what 
participants felt were the crucial elements of ED handoffs. ED residents, attendings, a physician 
assistant, and nurses participated in the FGs. FGs were observed, hand-transcribed, audio-
recorded and subsequently transcribed. We analyzed data using an iterative process of theme and 
subtheme identification. Saturation was reached during the third FG, and the fourth confirmatory 
group reinforced the identified themes. Two team members analyzed the transcripts separately and 
identified the same major themes. 

Results: ED providers identified that crucial elements of ED handoff include the following: 1) Culture 
(provider buy-in, openness to change, shared expectations of sign-out goals); 2) Time (brevity, 
interruptions, waiting); 3) Environment (physical location, ED factors); 4) Process (standardization, 
information order, tools). 

Conclusion: Key participants in the ED handoff process perceive that the crucial elements of 
intershift handoffs involve the themes of culture, time, environment, and process. Attention to these 
themes may improve the feasibility and acceptance of educational interventions that aim to teach 
and assess handoff competency. [West J Emerg Med. 2015;16(6):823–829.]

INTRODUCTION
In order to address medical errors made during 

transitions of care, multiple regulatory agencies, including 
the Accreditation Council for Graduate Medical Education 
and the Joint Commission on Accreditation of Healthcare 

Oregon Health and Science University, Department of Emergency Medicine, 
Portland, Oregon

Organizations, have called for guidelines to ensure resident 
competency in performing safe, effective handoffs.1,2 
Successful implementation of a standardized educational 
intervention to improve handoffs has recently been shown to 
reduce medical errors in the inpatient pediatric setting.3 In the
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 emergency department (ED), several studies and 
consensus statements have begun to identify the core elements 
of ED provider handoffs.4-11Although understanding what 
makes ED handoffs unique is crucial from an operational 
perspective, this core content knowledge does not alone shed 
light upon the best way to teach and assess handoff practices in 
the ED setting.

Educational interventions must go beyond presenting 
core content in order to translate knowledge into performance 
improvement–learners must also be receptive to the 
intervention and incorporate the content and process into their 
practice. A first step of designing instructional materials is to 
describe the problem that the intervention aims to address, and 
assess the perceptions and needs of the learner, as well as the 
important stakeholders who will interact with the learner in the 
clinical environment.12 Although the literature describes key 
elements of ED handoffs, we identified a knowledge gap in 
understanding how the perceptions of providers’ needs in the 
ED handoff process may impact the success of interventions 
designed to teach and assess ED handoffs. 

To explore provider perceptions of ED handoffs that may 
inform or impact educational interventions aiming to improve 
provider performance, we designed a qualitative study to explore 
two central questions: 1) What themes emerge when exploring 
nurse, resident, attending, and midlevel provider perceptions 
regarding ED handoffs? and 2) What interprofessional and 
cultural processes take place during the ED handoff process? 
Using this analytical background, our study aimed to identify 
the crucial elements of ED-based handoffs that may be barriers 
to developing and implementing successful educational 
interventions to teach and assess ED handoff competency. 

METHODS
Settings and Participants

This qualitative study of provider perceptions of ED 
handoffs was conducted in an urban, tertiary-care, academic 
ED with approximately 50,000 patient visits per year. Our 
three-year emergency medicine residency program, comprised 
of 33 residents and 24 core faculty, provides 24-hour resident 
coverage in the ED. Residents, attendings, charge nurses, 
and occasionally midlevel providers contribute to a resident-
led handoff at each change of shift. All residents, attendings, 
midlevel providers, and nurses in the ED were invited to 
participate in the study by email invitation. Two of the four 
focus groups (FGs) were composed of a mixed group of 
residents, attendings and charge nurses. One of these FGs 
included a physician assistant. The other two FGs included 
only residents and attendings. FG size ranged from four to 
eight individuals and each group had participants who had 
not previously participated. Participation was voluntary and 
confidential. This study was approved by our institutional 
review board. 

Study Protocol

This study was a pre-planned separate phase of a larger 
study that aimed to adapt a standardized handoff process 
to the ED setting. We used a grounded theory approach and 
constructivist/interpretivist paradigm that sought to understand 
the perceptions of the various care providers in the ED.13-16 Our 
approach applied an iterative process, theoretical sampling, 
and a constant comparative method of data analysis. The 
primary phenomenon that we aimed to explore–the current 
intershift handoff–was studied by eliciting interprofessional 
perceptions regarding its standardization, safety, efficiency, 
and factors that may impact efforts to teach and assess 
handoff competency in ED providers. Our study team 
members included ED attendings, residents, and a student 
volunteer. Because multiple study investigators were known 
to the participants, and already a part of the handoff culture, 
a member of the team (MF) who was not known to the 
participants and was new to the culture was trained and led 
the facilitation of all FGs. We chose a theoretical sampling 
strategy that was purposive in that we sought to recruit groups 
of interprofessional providers representative of the providers 
who are actively engaged in handoffs in our institution. 
Subsequent theoretical sampling was guided by the categories 
and concepts that emerged in initial data collection, in order 
to maximize our understanding of relationships between 
concepts and developing themes. For example, the first FG 
did not include a midlevel provider, and early data analysis 
suggested that the midlevel provider voice may lend crucial 
insight into the handoff phenomenon. Therefore, a midlevel 
provider was recruited for a subsequent FG.

FG Protocol
The FG protocol for this study phase was created 

simultaneously with the portion of the protocol that aimed 
to inform standardization ED handoff practices. Open-ended 
questions were developed that sought to understand what 
participants felt were the crucial elements of ED handoffs. 
The discussions were allowed to proceed organically, and 
the facilitator probed as necessary to explore factors relevant 
to understanding the barriers and promoters of effective 
ED handoffs. Participants were prompted to rely on their 
cumulative experiences in all the EDs in which they had 
worked so that themes would have increased external 
validity and not be institution-specific. Three primary FGs 
were conducted in October 2014; each was observed, audio-
recorded, and hand-transcribed. The study team conducted 
ongoing data analysis to determine that saturation was reached 
after the third FG. A fourth confirmatory FG was held, which 
did not reveal additional themes. 

Data Analysis
Data analysis began with the hand transcription of 

FG proceedings during the FGs on poster paper, and then 
subsequent transcriptions of the audio-recordings by the MF. 
We anonymized and de-identified participant data. Data were 

COLLECTIVE
CONCEPTUAL 
UNDERSTANDING

INDIVIDUAL
CONCEPTUAL 
UNDERSTANDING

Ontological Framework: specific tools and language needed to function within a process (i.e. knowledge of tests, labs, consults, disposition, etc.)

Environment: Specific to the Emergency Department (acute patients, high volume, time restrictions, etc.)

Cultural expectations + accepted practices (interruptions, actors and their roles, type of information to be relayed, attitudes, reason for sign out)

Order: information deliveryProcessing 
information

Relaying information (storytelling)



Volume XVI, no. 6 : November 2015 825 Western Journal of Emergency Medicine

Flanigan et al. Teaching and Assessing Emergency Department Handoffs

then separately analyzed and coded by two team members 
using an iterative process of code categorization, concept 
identification, and constant comparative theme and subtheme 
identification. In order to assure trustworthiness and credibility 
of data analysis, member checking was performed at the 
conclusion of each FG by directed group review of the data 
scribed onto poster paper during the session. We performed 
triangulation by comparing FG transcripts with observer notes 
and hand-transcribed session notes. 

RESULTS
Analysis of FG data demonstrated three major categories 

that contribute to the collective conceptual understanding of 
the ED provider handoff: 1) the ontological framework; 2) 
cultural expectations; and 3) environmental factors specific to 
the ED setting (Figure). FG participants’ perceptions revealed 
four dominant themes: Culture (the ability of a new educational 
process to change existing cultural expectations and norms, or the 
overall efficacy of implementation in the face of those cultural 

Figure. Individual and collective understanding in consensus building processes.

norms), Time (as seen in a collective desire for shortened, yet 
effective, processes and the general reticence for processes that 
may elongate the formal handoff procedure); Environment (how 
the physical location of the sign-out affects participants’ learning 
experience, as well as the physician-patient relationship); and 
Process (information flow and order, consensus building). The 
Table illustrates the themes, subthemes, representative quotes, 
and educational considerations that emerged from analyzing our 
participants’ perceptions. 

Culture
An underlying culture marked by individuality, attending-

resident hierarchy, and unyielding norms was alluded to 
throughout all FGs. Cultural reticence towards standardization 
in part centered on perceived lost individuality, related to both 
personal preference for handoff style as well as individual 
learning style and ability. Individuality also contributed to 
a complex attending-resident dynamic, in which instruction 
is not always based on standardized format or learner 

COLLECTIVE
CONCEPTUAL 
UNDERSTANDING

INDIVIDUAL
CONCEPTUAL 
UNDERSTANDING

Ontological Framework: specific tools and language needed to function within a process (i.e. knowledge of tests, labs, consults, disposition, etc.)

Environment: Specific to the Emergency Department (acute patients, high volume, time restrictions, etc.)

Cultural expectations + accepted practices (interruptions, actors and their roles, type of information to be relayed, attitudes, reason for sign out)

Order: information deliveryProcessing 
information

Relaying information (storytelling)

	  

 
COLLECTIVE 
CONCEPTUAL  
UNDERSTANDING 

 
INDIVIDUAL 
CONCEPTUAL  
UNDERSTANDING 

Ontological Framework: specific 
tools and language needed to 
function within a process (i.e. 
knowledge of tests, labs, 
consults, disposition, etc.) 

Environment: Specific to the 
Emergency Department (acute 
patients, high volume, time 
restrictions, etc.) 

Cultural expectations 
+ accepted practices 
(interruptions, actors 
and their roles, type of 
information to be 
relayed, attitudes, 
reason for sign out) 

Order: information 
delivery 

Processing  
information 

Relaying information 
(storytelling) 



Western Journal of Emergency Medicine 826 Volume XVI, no. 6 : November 2015

Teaching and Assessing Emergency Department Handoffs Flanigan et al.

Themes Representative quotes Educational considerations
Culture

Individuality 
and educational 
interventions

“This is why it’s important for it not be standardized. Because when your 
standardized sign-out is given to [one attending], and that’s not the way he 
likes it, then you have to follow your [standardized way] and that’s not he how 
he likes it.”17

Importance of developing faculty 
support for the standardized 
handoff process

Perceptions of 
cultural power 
dynamics and 
educational 
interventions

“It’s not standard. Some attendings take over all the tasks, some residents take 
over all the tasks, it just depends on how they decide to do it… It can be vague. 
You can leave the sign out process and not be sure who is going to do what.”19

“There have been some [attendings] who are more like the, ‘you’re here to 
take sign out from me, so you come find me, not the other way around’… And 
I hope that’s an attitude that’s not too prevalent.”18

Teach and practice closed 
loop communication between 
resident and attending. 
Set clear departmental 
guidelines for resident and 
attending responsibilities of 
tasks after handoff. 

Perceptions of 
new systems, 
learning, and 
educational 
interventions

 “It’s very dependent on who’s giving the sign-out. Because we get more 
efficient as we mature through this career. So, an intern may be a little too 
verbose and add detail that’s not important, or they may kind of forget a few of 
the important things.”18

 “It, again, is… how good you are at signing out and really honing in on 
pertinent things.”18

“I think in general we’ve all learned a certain way in medicine that we like to 
hear things based on, obviously this is a more succinct presentation, but it just 
helps to tell a story, and I think during sign-out a lot of people throw that all out 
the window and are all over the place.”17

“It’s like, it’s like a recipe for making cookies, right? You can have a great 
recipe and still eff it up.”18

Education on how to present 
a handoff in the ED setting 
and clinical simulation or case 
based practice sessions. 
Importance of having a 
standardized way to present 
a handoff in order to teach 
resident learners.
Feedback from senior residents 
and attendings on how to 
improve handoff presentation. 

Changing 
systems and 
improved 
outcomes

“But I really strongly feel that if we changed the expectations…what is 
appropriate to be done surrounding sign-out, then we can use our department 
effectively, and we can do it anywhere in the department if there is clear 
communication about what’s going on.”17

“Less misses. It’s, I mean, the spirit of a sign-out really is mostly a safety 
issue, not an efficiency issue, though it would be ideal to be efficient at the 
same time. But I think that a sign-out is for safety.”18

Education on time management 
of ED patient load and 
preparing for handoffs.
Set clear departmental 
guidelines for what tasks should 
not be signed out. 

Location
Provider 
perception of 
specific sign-out 
location

“I think there’s a lot of interruptions because of the location.”17

“It’s loud. It’s loud for the patients. It’s loud for the doctors. And it lends itself 
to interruptions.”19

Designated sign-out locations 
perceived as necessary to 
effective hand-off process.

Provider 
perception 
of sign-out 
location and 
interprofessional 
relationships

“I’m not sure if any of you were here when the doctors used to be in [a 
dedicated room], that was where they sort of lived, and it was not good in 
that the nurses weren’t free to go in there and ask questions and they were 
separated.. I think [a dedicated room] is dangerous…. Because there are 
people who will not come out of there.”19

“Well for me, because I’m new, it’s nice to be able to ask that attending face to 
face.”18

“It doesn’t make sense for all of the other nurses come around and the 
department come to a grinding halt when you’re scheduling patients all over 
the department.”17

Recognition of sign-out location 
affecting both how providers 
interact/learn from each, as well 
as how they learn about and 
interact with patients. Efficacy 
of educational intervention tied 
to space.

Provider 
perception 
of sign-out 
location and 
provider-patient 
relationships

 “I think patients and families would be way more satisfied if we handed-off in the 
room. Because how many times do we say ‘Okay Mr. Smith, oh you got tummy 
pain? We’re going to do all these things here, and we’ll come let you know when 
they’re done’. And then you go home, and then some stranger comes in, and 
they’re like, ‘Who are you?’. Like, ‘Oh, I’m Dr. So-and-So, taking over for So-and-
So, and I heard so-and-so, and this is that, and the other thing.’”18

“Where I trained we did bedside report, and… I think it cut down on a lot of 
error... And I always try to meet the patient … I think it’s better. Because then 
you physically lay eyes on the patient. And I know it’s hard … but at the same 
time, not looking at the patient happens too much.”19

Bedside handoffs may provide 
a different level of safety for 
learners to practice handoff 
skills than provider-only 
locations

Table. Themes, subthemes, representative quotes, and educational considerations with regard to teaching and assessing handoffs in 
the emergency department.

ED, emergency department
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Themes Representative quotes Educational considerations
Process

Provider 
perception of 
process and 
order

“Okay, unless this is just how my mind works as I’m coming onto sign-out, 
the things that I want to hear .. in this order … up front, is this the sickest 
patient and/or if this is potentially the sickest patient that I need to worry about 
because it immediately changes my way of thinking.”17

“[The action list] is kind the heart of the sign out, ‘cause it’s like ‘I couldn’t get 
this done, so you get it done for me’ and then we have a disposition.”18

“It’s sort of my pet peeve to go out of order in sign outs… I can’t follow that.”17

Importance of standardized 
process

Provider 
perception 
of process, 
order, collective 
understanding, 
and consensus 
building

“[Standardization is] just predictable, and it’s the same every time… I mean, 
maybe not, you can’t do it every time exactly identical, but if we have the 
same format, then everyone is getting the information they need.”18

“So, when they’re going all over the place, I can’t really chart in order… it just 
helps to tell a story, and I think during sign-out a lot of people throw that all out 
the window and are all over the place.”19

“I want to know what to concentrate on. And when she tells me, ‘oh, you 
have a patient in 5 that’s kind of sick and one in 12 that’s kind of sick’, then 
I know then to keep an eye on those two and make sure that they’re being 
taken care of.”18

“so the other person doesn’t have to find you… so the other person doesn’t 
have to reinvent… what the problem already is.”19

“So making sure that you like spoon feed the critical though process to the 
next team, and you hope that they rethink it, but they might not, so.”19

“It’s [synthesis] is probably really good, because then you know that the 
person that gave it to you, like, took the key points and was able to kind of 
succinctly throw it back at you.”19

“So, like, so that I can sort of pick up where they left off, in terms of what was 
the hold up, what was the problem we saw, and be directed by someone 
who’s been there for twelve hours versus scrambling around trying to find it 
myself. So having like, you know, where’s the first place that you should go.”19

“if there’s a vague plan, that has been passed on, that seems that vagueness 
spirals into badness.”19

Conceptual understanding 
of a system as two-fold; the 
individual provider and the 
collective group or culture. 
Information order – influence 
by cultural expectations, 
ontological frameworks, and 
the ED environment – and 
consensus building through 
storytelling link these two 
levels, emphasizing closed-loop 
communication in educational 
and assessment processes.

 

Table. Continued. 

needs but individual attending preference, which may lead 
to a high degree of variability and quality in information 
communicated. Overall, this nebulous educational format 
discomfited providers. Unfamiliarity with systems, both 
existing and new, was a running subtheme that threaded 
its way through FGs, connected to individuality, fear of 
change, and cultural expectations and norms that allowed 
for a high degree of variability. Yet, despite these underlying 
identified motifs, ED culture was still viewed as a process 
that could be changed. In fact, providers perceived its 
potential to evolve, and that educational interventions could 
be successfully implemented if both individual growth and 
changing collective expectations were considered. Although 
interprofessional providers expressed concerns about the 
current system, they also expressed willingness to adopt new 
practices and a desire to work together towards a shared goal 
of improved ED handoff outcomes. 

Time
For many participants, time–especially its perceived 

scarcity–was an integral factor in willingness to embrace a 
new operational practice. Participants expressed frustration 

with handoffs perceived to be extraneous or elongated, 
especially due to interruptions. This desire for brevity also was 
identified as a potential threat towards provider acceptance 
of new educational interventions, in that providers may be 
reticent to buy-in to a new process if it is perceived as too 
cumbersome or poorly implemented. 

Environment
Providers’ perceptions of current handoff practices and 

their willingness to accept future interventions were intricately 
tied to the environment of the handoff process. Concerns 
regarding the physical location of the ED sign out were three-
fold. First, providers expressed that the lack of an officially 
designated and consistent location for all handoffs contributed 
to a poor understanding of when handoff was in progress, and 
was implicitly linked to frequent and unnecessary interruptions 
during the handoff process. Participants voiced a perception that 
a designated handoff location might decrease the frequency of 
interruptions, and improve patient safety and privacy. Second, 
although a number of resident and attending participants cited 
that a non-designated space leads to an increased number 
of interruptions by ED staff, nurse participants voiced the 

ED, emergency department
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experienced reality that isolated areas allow sequestration 
and a disconnect between interprofessional providers in 
different roles. The third concern was related to location’s 
effect on provider-patient interactions and relationships. 
Participants expressed that the current practice of conducting 
the handoff at a central computer station lacked privacy, not 
only for participating teams but also for patients. A number of 
participants advocated for bedside handoffs, as an in-person 
location was also perceived as providing both effective patient 
care and a better learning opportunity. 

Process
Underlying provider concerns regarding time, location, 

and culture were perceptions of individual and collective 
conceptual understanding, and the processes by which 
these are formed. Conceptual understanding, as espoused 
throughout the FGs, encompasses how both a single 
participant receives and synthesizes information (individual 
conceptual understanding), and how a group interacts with this 
individual comprehension to collaborate, build consensus, and 
in turn influence individual thought. Many providers describe 
this process in terms of order; information is synthesized 
based on the order in which it is received. Although order was 
not typically associated with whether or not a system would 
be implemented successfully, its consistent presence as a vital 
aspect of the ideal handoff emphasizes the impact this factor 
has, and how it is impacted in turn by the other identified 
factors of culture, time, and location. 

DISCUSSION
Understanding the three major categories that contribute 

to the collective conceptual understanding (Figure) of the ED 
provider handoff has important implications for emergency 
medicine resident education. The themes identified that create 
this framework were clearly separate entities in their specifics, 
yet the categories were also deeply intertwined with each 
other. Appreciating this interconnectedness while focusing 
educational interventions to address a learner’s understanding 
of each category and theme will be important for improving 
resident education in this area of knowledge and practice. 

Process was the theme that contributed most significantly to 
our understanding of the ontological framework, specific tools, 
and language needed to function within the handoff procedure. 
Knowledge of clinical emergency medicine vocabulary and the 
ability to present this information in a format others understood 
were the two requirements to participate in a handoff. However, 
in analyzing provider perceptions, it became apparent that the 
order in which information is given, and thus conceptualized, 
cannot be divorced from the expectations and environmental 
factors influencing it. These factors included cultural 
phenomena (such as individual preferences, individual skill in 
story-telling, practice and expertise over time); the ontological 
framework in which the process of handoff is grounded (the 
assumed knowledge of medical terminology and the language 

in which action–tests, labs, prognosis, etc.,–is couched in); and 
the environmental realities of working in a fast-paced, high-
volume setting. These factors form a collective conceptual 
understanding of the general ED setting that influence the type 
of information passed along and in what manner. An individual 
giving handoff draws from this information set in order to pass 
along information to the oncoming team and thus help form 
individual conceptual understanding. Therefore, providers 
expressing frustration with lack of order are actively calling 
upon, and critiquing, this foundational background that shapes 
how the information is being relayed to them. The other themes 
identified from provider perceptions inform how this process 
of collaboration and consensus building plays out and to what 
extent it is efficacious.

The factors identified in the Environment theme were 
consistent with previously reported factors that impact ED 
handoffs (location, interruptions, ambient noise level, etc).1,7 
While the physical layout of the ED may make some of the 
environmental factors more or less of an issue for handoffs, we 
did not identify any factors that were not previously reported 
or unique only to this academic ED. Still, handoff location 
was perceived as not only the background for ED handoff 
culture, but also a direct influence on how providers interacted 
with each other within that culture. Handoff location plays a 
central role, both positive and negative, in interprofessional 
relationships, as the site of both collaboration and relationship 
formation. Additionally, location, and perceptions of duties 
in the context of specific locations, influences the efficacy 
of collaboration and consensus building between providers. 
This can be seen in the perception of interprofessional 
interactions between nursing and resident/attending providers; 
depending on the location, these moments have the potential 
to disrupt collaboration (i.e., interruptions), or allow for further 
consensus building and learning. Cultural expectations may 
potentially evolve at locations that bring together patients and 
interprofessional providers. Location is not simply a utilitarian 
factor, a shield from the surrounding chaos, but also a potential 
barrier, or facilitator, of effective education and assessment. 

The themes of Culture and Time, and subthemes of 
cultural expectations and accepted practices identified by our 
team all have the potential to impact Process. Individuality, 
hierarchies and differences in expectations between various 
roles participating in the handoff were significant subthemes 
identified, and educational interventions designed to teach 
and assess handoff performance can avoid related barriers by 
defining roles and setting standard expectations. Additionally, 
the relationship between culture and location, explored above, 
was an important interprofessional subtheme identified. 
Although the “ideal” setting for handoffs is unknown, 
assessing interprofessional perceptions of handoff locations 
that best facilitate collaboration is an important precursor 
to implementing handoff educational interventions. Finally, 
many of the environmental barriers to optimal ED sign-out 
may only be minimized, rather than eliminated. Likewise, the 
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ontological framework and language in which educational 
interventions take place may be difficult to alter due to the 
larger culture of the medical system. Educators designing 
interventions to teach, assess, and ultimately improve ED 
handoffs might prioritize efforts to change the underlying 
culture, as the effectiveness of these interventions may rely 
less on specific procedural changes and more on how they 
change cultural expectations, perceptions, and norms. 

LIMITATIONS
A potential limitation of this qualitative study is that we 

performed purposive sampling from a single center. However, 
we asked participants to rely upon their experiences at all 
prior settings when answering questions regarding handoff 
perceptions, and therefore believe the perceptions represent 
multiple ED settings. Although efforts were made to ensure 
thematic saturation and data credibility, it is possible there 
are additional relevant themes that were not uncovered by 
our study. Finally, although the sampling and FG structure 
were purposive to facilitate interprofessional discussion, it 
is possible additional themes would have been uncovered if 
groups were stratified by discipline.

CONCLUSION
Interprofessional ED providers in this qualitative 

study identified four major categories that contribute to the 
collective conceptual understanding of the ED provider 
handoff. Understanding this framework and the themes 
that create it has important implications for emergency 
medicine resident education. Educators wishing to develop 
educational interventions to improve resident education in 
emergency medicine handoff knowledge and practice may 
wish to explicitly consider how the intervention may impact 
and interact with these factors, as they may affect learners’ 
acceptance and incorporation of the intervention.
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Purpose: We sought to identify the impact students have on emergency department (ED) PG scores 
related to overall visit and the treating physician’s performance. 

Methods: This was a retrospective, observational cohort study of discharged ED patients who 
completed PG satisfaction surveys at one academic, and one community-based ED. Outcomes 
were responses to questions about the overall visit assessment and doctor’s care, measured on a 
five-point scale. We compared the distribution of responses for each question through proportions 
with 95% confidence intervals (CIs) stratified by medical student participation. For each question, we 
constructed a multivariable ordinal logistic regression model including medical student involvement 
and other independent variables known to affect PG scores. 

Results: We analyzed 2,753 encounters, of which 259 (9.4%) had medical student involvement. For 
all questions, there were no appreciable differences in patient responses when stratifying by medical 
student involvement. In regression models, medical student involvement was not associated with 
PG score for any outcome, including overall rating of care (odds ratio [OR] 1.10, 95% CI [0.90-1.34]) 
or likelihood of recommending our EDs (OR 1.07, 95% CI [0.86-1.32]). Findings were similar when 
each ED was analyzed individually. 

Conclusion: We found that medical student involvement in patient care did not adversely impact 
ED PG scores in discharged patients. Neither overall scores nor physician-specific scores were 
impacted. Results were similar at both the academic medical center and the community teaching 
hospital at our institution. [West J Emerg Med. 2015;16(6):830–838.]

Quinnipiac University, Frank H. Netter MD School of Medicine, Hamden, Connecticut
Ohio State University College of Medicine, Department of Emergency Medicine, 
Columbus, Ohio
Ohio State University, Department of Biomedical Informatics, Columbus, Ohio

*
†

‡



Volume XVI, no. 6 : November 2015 831 Western Journal of Emergency Medicine

Bernard et al. Medical Student Participation in Patient Care

INTRODUCTION
Press Ganey (PG) scores are an important marker 

of quality medical care, used by hospital administrators, 
healthcare consumers, and payers.1-3 Subsequently, 
reimbursements are being linked to these measurements.4 
Researchers have identified variables associated with 
PG scores including interpersonal interactions, patient 
communication, and perceived wait time.1-4 Other factors such 
as age, race/ethnicity, triage acuity, and arrival time have also 
been suggested to affect PG scores.1-5 

The impact of medical student involvement on an 
emergency departments (ED’s) PG scores is not well defined 
in the literature. A convenience sample of 145 patients 
in an ED located in Ireland suggested positive patient 
attitudes towards medical students.6 Similar studies of non-
ED ambulatory settings have also reported positive patient 
opinions about medical students.7-9 

ED student rotations have been increasing over the last 
decade.10,11 Medical school enrollment is also increasing, 
requiring additional clinical teaching sites to accommodate 
demand.12 While reports from other settings provide 
reassurance that medical students are well received by 
patients, ED studies are limited.6-9 Furthermore, recent 
literature indicates that patients have difficulty distinguishing 
between various providers.13,14 Accordingly, there is a 
possibility that students could not only impact an ED’s overall 
PG scores, but also the scores of physician providers. The 
potential for negative student impacts on PG scores could 
hinder developing partnerships between EDs and medical 
schools, and could ultimately harm provider reimbursement. 
Therefore, a better understanding of the relationship between 
medical students and EDs’ PG measures is needed. The goal 
of this investigation was to determine whether medical student 
involvement in emergency care impacts our ED’s PG scores. 

METHODS
Study Design and Setting

We conducted a retrospective, observational cohort 
study examining the relationship between medical student 
involvement in ED care and PG survey scores, a common 
surrogate measure of patient satisfaction. The study was 
approved by the hospital institutional review board and was 
conducted in compliance with the Strengthening the Reporting 
of Observational studies in Epidemiology statement.15

The Ohio State University medical facility provides 
patient care in two EDs. The first is an academic, tertiary 
care, Level I trauma center with a volume of 72,000 patient 
visits per year (the “academic ED”). The academic ED 
patient population is diverse with regard to ethnicity/race 
and economic status. The second is a community teaching 
ED with a volume of 50,000 patient visits per year (the 
“community ED”). The community ED patient population is 
primarily African-American and of lower economic status. 

Both sites are staffed by the same physician group. Staffing 
consists of board-certified emergency physicians, emergency 
medicine resident physicians, and rotating resident physicians. 
The academic ED averages seven residents per shift and the 
majority of patients have a resident involved in their care. 
Advanced-Practice providers (APPs; nurse practitioners and 
physician assistants) primarily care for lower acuity patients. 
The community ED typically has either one resident or one 
APP on each shift, with additional APP coverage for lower 
acuity patients. 

The Ohio State University College of Medicine enrolls 
210 students per year. All fourth-year medical students take 
a required, four-week ED clerkship at one of 10 EDs in the 
Central Ohio area. About 95, (45%) are assigned to the two 
study EDs, averaging about eight per month. Additionally, the 
study EDs take two third-year elective students per month. 

Medical students select patients who have been identified 
in the electronic medical record (EMR) as having been triaged 
and placed in a room, i.e. “waiting for provider.” Once a 
patient is selected, the student performs a focused history 
and physical examination, and then presents the case to the 
supervising physician. Students are encouraged to select 
patients with a broad range of chief complaints and triage 
acuity. Critically ill patients are rarely labeled as “waiting for 
provider,” and therefore students are not involved with their 
care. Students are not provided any specific education about 
PG surveys or patient satisfaction. 

Selection of Participants
All patients seen at either the Ohio State University Main 

Hospital ED or their affiliate community hospital ED and 
who completed a PG survey for visits between December 1, 
2011, and December 31, 2012, were eligible for the study. 
Eligible patients receive a survey if they were age 18 or over 
and discharged from the ED. Patients admitted or placed 
in observation units were not eligible and were excluded 
from the study. Patients were also excluded if they failed to 
answer both primary outcome items: H.1 “Overall rating of 
care received during your visit” and H.2 “Likelihood of your 
recommending our ED to others.” Exclusion criteria also 
included lack of attending physician involvement in care or 
missing documentation about attending providers.

Measurement
Adult patients discharged from the EDs are randomly 

selected by PG and receive a telephone survey call. Trained 
PG personnel administer surveys. Five call attempts are 
made at different times for each patient selected. Additional 
patients are called until a quota of 230 completed surveys per 
month for both EDs combined is reached. PG does not report 
traditional response rates for phone surveys, but they estimate 
a rate of one completed survey for every eight patients called.

The PG ED satisfaction survey consists of 31 questions 
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organized into eight sections: arrival, nurses, doctors, 
tests, family or friends, personal/insurance information, 
personal issues, and overall assessment. PG reports rigorous 
psychometric testing as part of survey design and evaluation 
to provide reliable and valid data.16 

Data for this study was electronically obtained from the 
institution’s central data repository. Clinical data is completed 
using the EPIC (EPIC, Verona, WI) EMR. Variables included 
patient and visit characteristics as well as results of the PG 
survey. We performed range checking for all variables.

The ED visited (academic or community ED) was 
identified. Abstracted patient characteristics included age and 
race/ethnicity, which was coded as White, Hispanic, Black, 
or other. Hispanics were combined with Whites for analyses 
because of the small number of Hispanic patients resulting in 
complete or quasi-complete separation in the multivariable 
ordinal models.

We categorized month of visit by season: winter (January–
March), spring (April-June), summer (July–September), or fall 
(October–December). Arrival time was categorized by shift: 
day (7am-3pm), evening (3pm-11pm), or night (11pm-7am). 
Emergency severity index (ESI) at triage was calculated by 
nursing staff for all ED patients.17 Given a limited number of 
Level I encounters (highest acuity patients often by-pass the 
ED) and level 5 encounters, the ESI was coded as three levels: 
ESI 1-2, ESI 3, and ESI 4-5. Primary payer type was coded as 
managed care, private insurance, Medicaid, Medicare, other 
governmental payer, or self-pay. We identified ED length of 
stay as time of arrival until time of discharge. Because of 
outliers and non-linear distribution, length of stay variable was 
divided into quartiles. We created dichotomous variables to 
note the use of plain radiographs, computed tomography (CT), 
and laboratory tests for each visit.

Provider variables included whether a medical student 
or resident physician participated in the patient care, and the 
attending physician who discharged the patient. We excluded 
patients with missing responses to a specific PG question, 
from analysis of that question. 

Outcomes
Outcome variables were patient responses to PG questions 

related to overall satisfaction and to satisfaction with 
physician care. All responses were ordinal variables scored 
on a five-point scale with 1 being very poor and 5 being 
very good. The items of primary interest were overall rating 
of ED care (H.1) and likelihood of recommending ED to 
others (H.2). Of secondary interest were four items regarding 
physician behavior (C.1-C.4). 

Analysis
Descriptive data included proportions, means with 

standard deviations (SD), and medians with interquartile range 
(IQR) as appropriate. Normality was tested using the Shapiro-
Wilk test. We made comparisons of patient responses between 

those who experienced medical student participation and those 
who did not using chi-square tests. Analyses were performed 
with STATA v12 (STATACorp, College Station, TX). 

We first reported the distribution of patient responses 
to each of the study questions stratified by medical student 
participation in the patient’s care. We next constructed 
ordinal logistic regression models clustered by attending 
physician for each question. After constructing an initial 
unadjusted univariate model including only medical student 
involvement and the clustering, we then constructed adjusted 
multivariable models for each outcome. Independent 
variables were chosen a priori from factors previously shown 
to affect patient satisfaction scores.1-5 These included medical 
student involvement, ED visited, age, race, season of visit, 
time of arrival, ESI level, payer type, ED length of stay, 
ordering of ≥1 radiograph, ≥1 CT, ≥1 laboratory test, and 
resident involvement. The highest level of recommendation 
(5–very good) was used as the reference group. Resulting 
odds ratios (OR) >1 indicate greater odds of having lower 
satisfaction scores. In each model we tested for interactions 
between medical student involvement and: patient age, ESI 
level, and resident involvement.

Variables in each model were tested for violation of 
the proportional hazards (parallel lines) assumption using 
the Brant test. A partial proportional odds model was then 
created using the STATA gologit2 command to allow variables 
violating the assumption to vary across response levels.18,19 

Variables not violating the proportional odds assumption 
continued to be held constant across response levels. To 
determine the best fitting model for each question, we 
calculated the Akaike Information Criterion (AIC) for each 
of the models created for that question.20 As a sensitivity 
analysis, we analyzed each question for each of the two EDs 
individually. We also performed a sensitivity analysis adding 
a satisfaction with nursing care variable to the model. This 
was based on the average score of each patient in the nursing-
related questions of the PG survey.

Sample size requirements for multivariable ordinal 
logistic regression are not clearly defined.21 The rule of thumb 
for logistic regression is 10 outcome events per independent 
variable. In 13 months, we expected to have 2,990 surveys for 
analysis and we expected that 20% (n=598) of our subjects 
would report satisfaction scores of <5. This would provide 
20 patients with scores <5 (i.e., 20 outcome events) for each 
of up to 30 independent variables (accounting for multilevel 
nature of several categorical variables). 

Finally, because PG surveys are completed by a minority 
of the discharged ED population, we obtained descriptive 
statistics on the entire discharged ED population during the 
study time period to identify differences in characteristics 
between patients completing the survey and those who did not. 

RESULTS
Initially, 3,421 ED encounters with returned PG surveys 
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were identified. Exclusion criteria eliminated 668, leaving 
2,753 surveys for the study: (353 were missing answers 
to the primary outcome questions, 295 lacked attending 
involvement, 14 were missing documentation of specific 
attending involved, and 6 were admitted/observation 
patients; see Figure 1 for a flow chart description). Missing 
outcome data included a lack of patient response to questions 
C.1-C.4: 52 missing for C1, 56 for C.2, 66 for C.3, and 67 
for C.4. Forty-five patients did not respond to any of the 
four questions. We retained all patients for the analysis of 
the primary outcomes (questions H.1 and H.2), but those 
with missing responses to specific questions C.1-C.4 were 
excluded from analysis of that question. Although our initial 
expectations were to have 2,990 surveys for the study, for 
the primary analysis there were greater than 40 outcome 
events (score less than 5 or “very good”) per independent 
variable or variable level in each model. This is well above the 
recommended 10 outcome events per independent variable.21

Population demographics are shown in v 1. For the race/
ethnicity variable, the White or Hispanic category included 
52 Hispanics and the other category included 50 Asians and 
5 Native Americans. There were 42 attending physicians who 
worked shifts during the study period (December 1, 2011 
through December 31, 2012). The 42 physicians encountered 
an average of 65 patients who were PG respondents during 
that time (Mean=65; SD= 38). Attendings encountered an 
average of six PG respondent patients with the involvement of 
a medical student (Mean=6; SD=4).

There were 128 medical students who rotated in the 
university EDs during the study period (104 fourth-year 
students, 24 third-year students). Of the 2,753 encounters 

analyzed, 259 (9.4%) had medical student involvement. 
Resident physicians were involved in 52% of cases. In the 
academic ED, 71% of patients had resident involvement in 
their care and 10% had medical student involvement. In the 
community ED, 19% of patients had resident involvement 
in their care and 7.4% had medical student involvement. 
Characteristics of patients were similar between those with 
and without medical student involvement (Table 1). Patients 
with medical student involvement were less likely to also have 
resident involvement (32% versus 54%). Length of stay was 
longer for patients with medical students. 

The distribution of responses was similar between 
encounters with and without medical student involvement 
for all satisfaction questions. The chi-square tests resulted 
in p values greater than 0.05 for all PG questions comparing 
medical student participation to non-medical student 
participation (see Figure 2 and Figure 3). Most ratings (>80%) 
were good or very good for each question. 

In the ordinal regression models, medical student 
involvement was not significantly associated with PG 
score for any outcome measure, either in the adjusted 
or unadjusted analyses. Figure 4 notes which variables 
violated the proportional odds assumption in each model. 
There were no significant interactions in any model. Fit was 
equivalent between models constructed for each question with 
no appreciable differences in AIC between the models (data 
not shown). The CIs for medical student involvement were not 
appreciably wider in the adjusted versus the unadjusted model, 
indicating that there was likely no instability caused by the 
number of independent variables in the models. 

In the sensitivity analysis, the effect of medical student 
involvement remained non-significant for all questions when 
analyzed at each ED site. For question H1 (overall rating of ED 
care), the results OR for medical student involvement at the 
academic ED was 1.08 (95% CI [0.81-1.46]) (p=0.587) and for 
the community ED was 1.11 (95% CI [0.66-1.87]) (p=0.689). For 
question H2 (likelihood of recommending), the results OR for 
medical student involvement at the academic ED was 1.02 (95% 
CI [0.74-1.40]) (p=0.892) and for the community ED was 1.20 
(95% CI [0.77-1.87]) (p=0.413). 

Table 2 shows descriptive values for the study population 
compared to the entire discharged ED population. Patients seen in 
the academic ED, were more likely to be White, with lower ESIs, 
shorter lengths of stay, and more likely to have private insurance. 
Other characteristics were similar between EDs, particularly, rates 
of medical student and resident involvement.

DISCUSSION
This investigation provides evidence that medical student 

involvement in emergency care does not adversely impact PG 
scores. Neither overall ED scores nor the physician provider 
scores were impacted by medical student involvement. Results 
were similar across both an academic medical center and an 
affiliated community teaching hospital.

Figure 1. Flow chart describing identification of patient subjects 
for study.
ED, emergency department; PG, press ganey
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Variable Total (n=2,753)
Medical student involved 

(n=259)
No medical student involved 

(n=2,494)
ED visited

Academic
Community

64% (1,773)
36 (980)

72% (186)
28 (73)

64% (1,587)
37 (907)

Age (in years)* 38 (26-54) 40 (27-55) 38 (25-54)
Race

African American or Black
White or Hispanic
Other

38 (1,057)
58 (1,588)

3.9 (108)

36 (93)
61 (159)

2.7 (7)

39 (964)
55 (1,375)
6.2 (155)

Season of visit
Winter (Jan-Mar)
Spring (Apr-June)
Summer (July-Sept)
Fall (Oct-Dec)

34 (922)
22 (598)
23 (644)
21 (589)

35 (90)
12 (31)
38 (99)
15 (39)

33 (9,832)
23 (567)
22 (545)
22 (550)

Time of arrival
Day shift (7am-3pm)
Evening shift (3pm-11pm)
Night shift (11pm-7am)

44 (1,211)
40 (1,107)

16 (435)

54 (139)
37 (96)

9.3 (24)

43 (1,072)
41 (1,011)

16 (411)
Emergency severity index

Level 1 & 2
Level 3
Level 4 & 5

13 (354)
54 (1,490)

33 (909)

12 (31)
57 (148)
31 (80)

13 (323)
54 (1,342)

33 (829)
Payer type

Managed care/private insurance
Medicaid
Medicare
Other government payer
Self pay

35 (975)
27 (731)
17 (465)
2.7 (75)

18 (507)

34 (88)
29 (76)
16 (42)
3.5 (9)

17 (44)

36 (887)
26 (655)
17 (423)
2.6 (66)

19 (463)
ED length of stay (in minutes)* 227 (142-338) 249 (161-355) 224 (141-335)
X-ray was ordered 32 (887) 30 (77) 32 (810)
CT was ordered 15 (419) 18 (46) 15 (373)
Lab tests were ordered 59 (1,613) 61 (158) 58 (1,455)
Providers

Medical student involved in care
Resident physician involved in care

9.4 (259)
52 (1,442)

-
32 (84)

-
54 (1,358)

Table 1. Percentage and number (in parentheses) of 2,753 discharged emergency department (ED) patients with completed Press 
Ganey survey results for the total population and broken down by medical student vs. no medical student participation separately. 

CT, computed tomography
*Medians and interquartile ranges (IQR) are provided for Age and ED Length of Stay.

A B

Figure 2. Patient response to primary outcome questions described graphically as a percentage of responses. A, Overall rating of care 
received during your visit. B, Likelihood of your recommending our emergency department to others.
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To the best of our knowledge, this was the first ED study 
to consider the impact of medical students on PG measures. 
This distinction is important as PG surveys are generally 
considered the benchmark for satisfaction goals and may 
directly impact an institution’s or physician provider’s 

reputation and financial reimbursement.4 

The American College of Emergency Physicians (ACEP) 
recognizes the value of patient satisfaction surveys and 
makes recommendation regarding optimal features of survey 
tools.22 PG methodology is compliant with most ACEP 

MS Involved No MS Involved
N VP P F G VG VP P F G VG p

H1. Overall rating 
of your care 
received during 
your visit

2753 3.1(8) 5.4(14) 10(26) 32(83) 49(128) 3.1(76) 4.4(110) 9.3(231) 32(794) 51(1283) 0.93

H2. Likelihood 
of your 
recommending 
our ED to others

2753 3.9(10) 7.0(18) 7.3(19) 31(79) 51(133) 4.8(120) 4.9(123) 9.5(238) 27(663) 54(1350) 0.27

C1. Courtesy of 
the Doctor

2701 1.9(5) 4.3(11) 7.7(20) 28(73) 57(147) 1.3(32) 2.8(70) 5.7(141) 29(724) 59(1,478) 0.36

C2. Degree to 
which the doctor 
took the time to 
listen to you

2697 2.7(7) 5.0(13) 6.6(17) 28(72) 57(147) 2.1(52) 4.1(102) 7.5(188) 28(700) 56(1,399) 0.88

C3. Doctor’s 
concern to keep 
you informed 
about your 
treatment

2687 3.1(8) 6.0(15) 11(29) 25(66) 54(139) 2.2(55) 6.0(149) 9.3(232) 27(669) 53(1,325) 0.78

C4. Doctor’s 
concern for your 
comfort while 
treating you

2686 2.7(7) 5.4(14) 8.5(22) 29(74) 53(138) 2.7(67) 4.5(112) 8.3(207) 29(723) 53(1,322) 0.98

Figure 3. Percentage and number (in parentheses) of patient responses to Press Ganey survey questions about their care by an 
emergency department stratified by medical student involvement in their care.
MS, medical student; N, number of patient respondents; VP, very poor; P, poor; F, fair; G, good; VG, very good; ED, emergency department

Question
Unadjusted odds ratio for 

medical student involvement*
Adjusted odds ratio for 

medical student† Variables violating the proportional odds assumptionŦ

 OR  95% CI  p  OR  95% CI  p

H.1 1.10 (0.90-1.34) 0.37 1.12 (0.88-1.42) 0.36 Race, payer
H.2 1.07 (0.86-1.32) 0.54 1.09 (0.86-1.38) 0.48 Race, payer, department, arrival shift, ≥1 x-ray obtained
C.1 1.19 (0.96-1.48) 0.12 1.20 (0.96-1.48) 0.10 Payer
C.2 1.01 (0.82-1.25) 0.92 1.01 (0.79-1.28) 0.95 Race, payer, age, resident involvement
C.3 1.05 (0.85-1.30) 0.64 1.05 (0.84-1.30) 0.67 Race, payer
C.4 1.03 (0.83-1.27) 0.81 1.01 (0.80-1.27) 0.93 Race, payer, ESI at triage

Figure 4. Results of ordinal logistic regression models identifying the effect of medical student involvement in emergency department 
care in causing decreased patient satisfaction scores.
OR, odds ratio; CI, confidence interval; ESI, emergency severity index
*Using a univariate ordinal logistic regression model clustered by attending.
†Using a partial proportional odds ordinal logistic regression model clustered by attending physician and controlling for: medical student 
involvement, age, race, department, resident involvement, ESI at triage, primary payer, arrival shift, season of visit, length of stay, ≥1 
x-ray obtained, ≥1 computed tomography obtained, and ≥1 laboratory study obtained.
ŦViolations accounted for in the partial proportional odds models.
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Variable Patients with PG surveys (n=2,753) All patients discharged from study EDs (n=111,180)
ED visited 

Academic 
Community

64%
36

55%
45

Age (in years)* 38 42 (28-54)
Race

African American or Black
White or Hispanic
Other

38
58

3.9

47
48

5.0
Season of visit

Winter (Jan-Mar)
Spring (Apr-June)
Summer (July-Sept)
Fall (Oct-Dec)

34
22
23
21

30
24
24
23

Time of arrival
Day shift (7am-3pm)
Evening shift (3pm-11pm)
Night shift (11pm-7am)

44
40
16

37
41
21

Emergency severity index (ESI)†

Level 1 & 2
Level 3
Level 4 & 5

13
54
33

21
46
30

Payer type
Managed care/private insurance
Medicaid
Medicare
Other government payer
Self pay

35
27
17

2.7
18

24
30
19

2.0
24

ED length of stay (in minutes)* 227 (142-338) 298 (108-347)
X-ray was ordered 32 38
Computed tomography was ordered 15 18
Lab tests were ordered 59 59
Providers

Medical student involved in care
Resident physician involved in care

9.4
52

8.6
48

*Medians and interquartile ranges (IQR) are provided for Age and ED Length of Stay.
†ESI measurement not available for 2.2% of the entire ED population. 

Table 2. Percentage of 2,753 discharged emergency department (ED) patients with completed Press Ganey (PG) survey results 
compared to the entire population of patients discharged from the study EDs. 

recommendations including transparency of process and 
analysis, consideration for education level survey subjects, 
administration close to service date, and collection of discrete 
data points.16 The basis of criticism of most surveys, including 
PG, involves the ACEP recommendations that surveys have 
a statistically valid sample size, and are free from selection 
bias.23,24 Despite this limitation, PG is the most commonly 
used patient satisfaction survey service, and represents the 
standard across the healthcare industry.16 The broad use of 
PG surveys and comparability across settings, has prompted 
similar ED patient satisfaction research.25-28 

Our results should provide reassurance to clerkship 
directors, medical directors, and hospital administrators 
that student education does not come at the expense of 
PG scores. This is particularly important since emergency 

medicine is being increasingly recognized as an important 
learning experience for medical students.10,11 Furthermore, this 
conclusion extends across two very different ED settings. 

While most similar research has resulted in improved 
patient satisfaction from medical student involvement, our 
findings were neutral. The design of our study does not 
explain why we found a neutral result. One potential reason 
may be that the medical student effect is too small to detect in 
one full year’s worth of patient data. Another potential reason 
may be the difference in care setting. Patients have reported 
apprehension regarding student involvement in intimate 
exams, in cases that are more emotional, and in more serious 
situations. These are all common occurrences in a busy ED.6-

9 Another potential confounding variable could be longer 
lengths of stay associated with medical student involvement. 
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We found that length of stay increased by 25 minutes, a 
finding consistent with other studies.29 Further work is needed 
to explain the impact of medical student involvement on 
patient satisfaction. 

Engaging medical students in the PG survey could 
improve PG scores. Providing students with patient 
satisfaction skills might promote better interpersonal interactions 
and better patient communications.1-4 Perhaps coaching medical 
students to more frequently check on patient’s needs could 
mitigate the longer stays seen with student involvement.4

LIMITATIONS
Our results represent the experience of one institution 

with an established history of clinical teaching, one group 
of physicians, and medical students from one medical 
school. However, we included an academic and a traditional 
community ED, each with very different staffing models 
and patient populations. We hope this supports the 
generalizability of our findings. Although we accounted for 
clustering at the attending level we did not explore additional 
levels of clustering, such as specific attending-medical 
student dyads. 

There are several limitations inherent to the PG 
phone methodology including limited language options, 
need for patients to own a phone, and an inability to 
identify true survey response rates. We compensated by 
trying to compare the survey population to the population 
of discharged ED patients as a whole. Based on the 
characteristics of the two study EDs, we believe that the 
greater rates of Whites and private insurance in the study 
population were driven by the greater proportion of visits to 
the academic ED as compared to the overall discharged ED 
population. Our community ED’s population is more likely 
to be Black and self-pay. The results of the sensitivity 
analysis which was limited to the community ED and 
which were consistent with our overall results provides 
reassurance that these differences did not cause biased 
results. Study patients appeared to have shorter length of 
stay than the discharged population as a whole. However, it 
is unclear how this may have impacted our outcomes. 

We were able to abstract most relevant variables from 
our EMR except door-to-doctor time, which may have 
resulted in a degree of unmeasured confounding. There also 
may be unaccounted differences between third- and fourth-
year students, including interest in the rotation and clinical 
skill. The impact of these potential differences on PG scores 
is unclear. 

CONCLUSIONS
We found that medical student involvement in ED care 

does not adversely impact PG scores. Neither overall scores 
nor physician scores were impacted by medical student 
involvement at our institution. Further, the results were similar 
across both an academic medical center and the community 
teaching hospital.
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Introduction: The primary objective of this study was to determine the prevalence of remediation, 
competency domains for remediation, the length, and success rates of remediation in emergency 
medicine (EM).

Methods: We developed the survey in SurveymonkeyTM with attention to content and response 
process validity. EM program directors responded how many residents had been placed on 
remediation in the last three years. Details regarding the remediation were collected including 
indication, length and success. We reported descriptive data and estimated a multinomial logistic 
regression model. 
 
Results: We obtained 126/158 responses (79.7%). Ninety percent of programs had at least one 
resident on remediation in the last three years. The prevalence of remediation was 4.4%. Indications 
for remediation ranged from difficulties with one core competency to all six competencies (mean 
1.9). The most common were medical knowledge (MK) (63.1% of residents), patient care (46.6%) 
and professionalism (31.5%). Mean length of remediation was eight months (range 1-36 months). 
Successful remediation was 59.9% of remediated residents; 31.3% reported ongoing remediation. In 
8.7%, remediation was deemed “unsuccessful.” Training year at time of identification for remediation 
(post-graduate year [PGY] 1), longer time spent in remediation, and concerns with practice-based 
learning (PBLI) and professionalism were found to have statistically significant association with 
unsuccessful remediation.
 
Conclusion: Remediation in EM residencies is common, with the most common areas being MK 
and patient care. The majority of residents are successfully remediated. PGY level, length of time 
spent in remediation, and the remediation of the competencies of PBLI and professionalism were 
associated with unsuccessful remediation. [West J Emerg Med. 2015;16(6):839–844.]
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INTRODUCTION
Residency training programs have the responsibility to 

ensure physicians develop the knowledge, skills, and attitudes 
required to practice medicine independently and to measure 
trainees’ competency.1 It is expected that individual trainees 
will attain Accreditation Council for Graduate Medical 
Education (ACGME) Milestones at different stages during 
their training.2 However, some residents will need remediation 
with additional resources, time and effort not typical of the 
majority of trainees in order to meet the established standards 
of each specialty training program. Much work has been 
done to improve the understanding and assessment of the 
competencies; however, few studies have addressed the 
impact of the competencies on remediation or the process of 
correcting deficiencies in trainees with the goal of graduating 
competent attending physicians.3 

When program directors (PDs) identify a resident 
who requires additional resources to achieve the minimal 
competency standards in one of the six ACGME domains, 
it is recommended that they place that resident on a 
remediation pathway.4,5 These remediation plans are 
tailored to the specific deficiencies of each resident, with 
the goal that the resident will demonstrate competency in 
those domains prior to graduation. However, a recent study 
from the members of the Council of Residency Directors 
(CORD)–Emergency Medicine (EM) Remediation Task Force 
reported great variation in the definition and management of 
remediation among EM programs.4 The national prevalence 
of remediation, domains of concern and success rates of 
remediation in EM are not known. 

The primary objective of this study was to determine 
the prevalence of remediation in EM residencies. Secondary 
objectives included determining the indications, length, 
and success rates of remediation across the EM residency 
programs in the United States. A better understanding 
of remediation will help programs to recognize possible 
vulnerable times in residency training, or specific domains 
of EM practice associated with a higher likelihood of 
unsuccessful resident remediation. 

METHODS
The study developed an anonymous electronic survey 

using SurveymonkeyTM that was distributed via email directly 
to all 160 allopathic EM PDs in the spring of 2014 (Appendix 
1). We excluded two programs that indicated they were new 
and did not yet have any residents. Three reminder e-mails 
were sent to non-responders. The institutional review board 
reviewed this study and determined it to be exempt.

Survey Development
To provide content validity evidence, four PDs with 

more than 25 combined years of experience collaborated 
to construct the survey. The authors are integrally involved 
in, and provide content expertise in, the area of remediation 

practices, given their roles on the CORD Remediation Task 
Force and long-term experience as PDs and medical education 
leaders. Further, we formulated survey questions through a 
joint effort with members of the Remediation Task Force. 
For response process validity, questions were field tested 
with educational leadership faculty at the authors’ programs, 
feedback was gathered, and questions were revised as needed.

The instrument, with specific instructions to include the 
last three years of data, collected the following information: 
program demographics; number of residents; number of 
residents placed on remediation (formal or informal) in the 
last three years; the post-graduate year (PGY) level of the 
resident(s) placed on remediation, length of remediation, 
whether or not the remediation was successful; and the core 
competency for which the resident was remediated.

The primary objective of this study was to determine the 
prevalence of remediation in EM residencies. In addition, we 
looked at the outcome measure of successful remediation of 
individual residents. Independent variables included program 
type (PGY-3 vs. PGY-4), training year the resident was 
placed on remediation, individual core competencies cited as 
deficient, length of time spent on remediation, and a stratified 
number of deficient competencies identified. The training year 
identified combined PGY-3 and PGY-4 into a single “senior 
resident” category, due to small numbers. 

Outcomes and Data Analysis
Descriptive data were reported. Survey results included 

program size and total number of residents, which we 
calculated based on average class size over a three year 
period in order to obtain the number of residents who were 
at risk of remediation in the sample. Residents included in 
the analysis were all individuals with reported outcome data. 
The results were explored on the basis of inciting factors to 
place a resident on remediation and also factors associated 
with successful and unsuccessful remediation. We performed 
statistical analysis using STATA 12. A multinomial logistic 
regression model was estimated and presented in Table 1. 
Covariates included program length, training year resident 
identified, length of time on remediation, and each of the 
individual core competencies as identified issues, and 
grouping of number of identified concerns. We performed 
model characteristics of area under the ROC curve and 
Hosmer-Lemeshow test.

RESULTS
We obtained responses from 126 programs (79.7%). The 

majority (71%) were three-year programs, while 29% were 
four-year programs. Six programs were in existence for less 
than three years. The number of residents per program ranged 
from six to 84 with a total of 4,711 over the three-year period. 

Remediation Prevalence and Practice
There were a total of 351 residents on remediation in 
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the last three years. Most programs (90%, 113) had at least 
one resident on remediation during the past three years, 
while 66% had more than one resident on remediation. The 
calculated prevalence of remediation in all programs was 
4.4%. Remediation periods ranged from one month, while 
others were greater than three years (in four-year programs). 
The mean length of successful remediation was 8.0 (SD 5.1) 
months; for unsuccessful remediation it was 9.9 (SD 8.3) 
months, and for residents still in progress it was 8.5 (SD 5.3) 
months. The overall mean of time on remediation in the data 
was 8.2 (SD 5.5) months.

Domain of Difficulty and Year of Identification
We found that almost half of residents were identified 

for remediation (47.9%) during the PGY-2 year, while 

26.2% were identified during the PGY-1 year. Respective 
characteristics of residents placed on remediation by 
individual competency, training year identification, and 
number of core competencies cited are provided in Table 2. 
Of the residents remediated, the three most commonly cited 
competencies as a concern were patient care (n=155 out of 
333; 46.6%), medical knowledge (MK) (n=210 out of 333; 
63.1%), and professionalism (n=105 out of 333; 31.5%). Less 
common competencies reported were communication skills 
(n=84 out of 333; 25.2%), PBLI (n=40 out of 333; 12.0%), 
and system-based practice (n=34 out of 333; 10.2%). One to 
two deficient competencies were most common (72.9%) for 
residents in remediation (Table 2). 

PDs were asked to give specific reasons why residents 
were placed into remediation/probation status. Here, many 
individualized specific reasons were cited for changing a 
resident’s status. However, two comments seemed to recur: 
performing poorly on the in-training exam (ITE), and 
“personality flaws,” although many PDs did also comment on the 
fact that most of those types of issues are not really changeable.

Successful and Failed Remediation
Successful remediation was common (59.9%) and failure 

uncommon (8.7%), with many residents’ remediation still 
in progress (31.3%) and thus the outcome is unknown. The 
multinomial logistic regression using successful remediation, 
failure of remediation, and ongoing remediation as the 
outcomes, and independent variables of program length, 
training year identified, length of time on remediation, patient 
care, MK, communication skills, PBLI, system-based practice, 
professionalism, and number of competencies, resulted in a 
statistically significant model (p<0.005). 

PBLI and professionalism problems were correlated with 
a decreased likelihood of successful remediation. The training 
year at time of identification for remediation was found to be 
statistically significant, with later identification in residency 
associated with an increased relative chance for success (Table 
1). This effect was most clearly demonstrated in PGY-2 vs 
PGY-1, with residents identified in PGY-1 having a decreased 
likelihood of successful remediation. Increased length of time 
spent in remediation was also associated with a decreased 
likelihood of successful remediation. There was an inverse 
correlation between year identified and number of competencies 
identified, meaning PGY-1 had fewer concerning competency 
domains but it had a more powerful correlation with the 
outcome of unsuccessful remediation compared to number of 
competency domains. This resulted in year of identification 
being significant but not number of competencies. The in-
progress outcome was omitted for clarity from Table 1 as it 
provided no additional statistically significant findings.
 
DISCUSSION

Our study found that it is common for EM residencies 
to place residents on remediation, with 90% of programs 

Success versus failure
Relative risk ratio
(standard errors) 95% CI

PGY 3 vs PGY 4 
programs

1.16 (0.71) 0.35–3.83

Year identified for 
remediation

PGY 2 vs PGY 1 5.15 (3.07)** 1.60–16.56
PGY 3 & 4 vs PGY1 3.29 (2.16) 0.91–11.92

Length of time in 
remediation in months

0.91 (0.03)* 0.85-0.98

Competency domain
Patient care 0.04 (0.07) 0.00–1.06
Medical knowledge 0.14 (0.23) 0.01–3.41
Communication skills 0.21 (0.33) 0.01–4.51
Practice based 
learning

0.03 (0.06)* 0.00- -0.96

System based 
practice

0.20 (0.29) 0.01–3.37

Professionalism 0.03 (0.05)* 0.00–0.66
Number of identified 
concerns

Two vs. one 
competency

25.87 (43.94) 0.93–721.97

Three vs. one 
competency

115.4 (357.5) 0.27–50,043.33

Four or more vs. one 
competency

837.7 (4,261) 0.04–17,900,000

PGY, post-graduate year
*p<0.05.
**p<0.01. 

Table 1. Successful remediation compared to failed remediation. 
Base category is failure. Area under the Receiver Operating Char-
acteristic (ROC) curve for success vs failure is 0.82, indicating good 
discriminatory power in the model. Area under the ROC curve for 
success vs. in progress is 0.44. The Hosmer-Lemeshow test for 
goodness of fit had a p<0.62, indicating non-statistically significant 
differences between deciles and therefore an adequate fit to the data.
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reporting at least one resident on remediation in the last three 
years. More impressively, the data show approximately 4.4% 
of all EM residents on remediation during the three-year 
time period with 8% of these residents eventually failing 
the remediation process. Controlling for other variables, the 
year of starting remediation (intern year), increased length 
of remediation, and remediation in the domains of PBLI and 
professionalism were statistically more likely to have an 
unsuccessful remediation.

It is common for trainees to be on remediation for deficits 
in more than one competency domain. This is similar to other 
studies of internal medicine and pediatric residents.6 When 
looking at the reasons residents were placed into remediation 
status, grouped by the core competencies, MK was found to 
be the most common domain for remediation.5,7 

This is likely multifactorial. It may be the easiest core 
competency deficiency to identify, since almost all EM 
programs use the ITE.8 Further standardized testing can 
be used to target remediation on MK by implementing an 
individualized education plan for low scoring residents to 
improve scores.9,10 Several studies have found this to be 
effective.9,10 While MK may be the most common domain, it 
was also found to be the most successful core competency to 
remediate. This high success rate is probably due to the large 
number of tools available to aid in the remediation process for 
knowledge gaps. Question banks and board review courses 
specifically target these issues, so personal remediation plans 
do not have to be created other than identifying the issue and 
granting access to such tools. While these are approaches to 
remediation, Hauer and colleagues called for more research to 
develop evidence-based strategies for remediation.11 System- 
based practice, PBLI, and professionalism were found to 
be the least common reasons for residents to be placed on 
remediation. It is possible that this is due to difficulty with 

measurement. In particular, professionalism may be reported 
by private communication rather than an official format 
such as a rotation evaluation.12,13 On the other hand, PBLI 
and professionalism were the competencies least likely to be 
successful in remediation. However, most of the residents with 
these deficiencies had problems with other domains as well. 

The PGY-2 year was the most common time for residents 
to be placed on remediation. The etiology of this may again 
be multifactorial. It is possible that PGY-1s were less likely 
to be placed on remediation because PDs understand that 
these residents have not yet developed many skills in the core 
competencies. Therefore, if problems manifest in the intern 
year, they were significant. Additionally, many of the intern 
months are spent in other departments and the ITE results 
return late in the year. The assessment data may therefore 
be suboptimal. Further, second-year residents begin to have 
significant responsibility within the ED, allowing deficits 
to manifest. However, interns placed on remediation were 
more likely to fail remediation compared to other years, 
with up to 20% of interns on remediation being reported as 
“unsuccessful” remediation. 

Residents were found to be on remediation status for a 
variable length of time. Successful remediation requires time 
to develop and implement plans, monitor resident progress 
and allow the resident to demonstrate improvement. Not 
surprisingly, residents with longer remediation were more 
likely to be unsuccessful. In addition, it should also be pointed 
out that when residents are found to be deficient in more than 
one core competency, their remediation plan should also be 
multifaceted and should target each deficiency with a specific 
plan to correct each gap.

While our study found remediation to be common, our 
results may underestimate the frequency of resident problems. 
Yao reported that 20% of surveyed PDs of internal medicine 

Core competencies*
Number of residents on 

remediation with this issue 
Successful 

remediation (%)
Unsuccessful 

remediation (%) Still in progress (%)
Patient care 155 82 (53.3%) 18 (11.7%) 54 (35.1%)
Medical knowledge 210 127 (61.4%) 16 (7.7%) 64 (30.9%)
Communication skills 84 43 (51.2%) 8 (9.5%) 33 (39.3%)
Practice based learning 40 14 (35.0%) 8 (20.0%) 18 (45.0%)
System based practice 34 16 (47.1%) 6 (17.7%) 12 (35.3%)
Professionalism 105 51 (49.0%) 13 (12.5%) 40 (38.5%)
Issue in 1 competency 149 (45.4%) 102 (67.5%) 11 (7.3%) 36 (23.8%)
Issue in 2 competencies 105 (32.0%) 64 (61.0%) 6 (5.7%) 35 (33.3%)
Issue in 3 competencies 44 (13.3%) 20 (44.4%) 3 (6.7 %) 21 (46.7%)
Issue in 4 or more competencies 30 (9.1%) 10 (33.3%) 8 (26.7%) 12 (40.0%)
PGY 1 remediation outcome 88 (26.8%) 40 (45.5%) 11 (12.5%) 37 (42.0%)
PGY 2 remediation outcome 160 (48.8%) 103 (63.9%) 11 (6.8%) 46 (28.6%)
PGY 3 & 4 80 (24.4%) 54 (67.5%) 5 (6.3%) 21 (26.3%)

PGY, post-graduate year
*Number >100% as some residents have more than one competency identified.

Table 2. Remediation characteristics. Total residents includes all residents with reported outcome data taking into account missing data.
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residency programs reported fear of litigation and retribution 
as a reason for avoidance of labeling problem residents as “on 
remediation.”14 In addition, there is a large amount of overlap 
in the reasons for residents being placed into remediation. It is 
possible that an individual with a single deficiency in one core 
competency may be overlooked if the resident is strong in other 
competencies. Sullivan et al. give the example of the resident 
who is repeatedly late for conference whose unprofessional 
behavior may be overlooked if they excel in MK.12 These 
may underestimate the frequency of behaviors that might be 
considered for remediation and be considered a limitation for 
this study. Nonetheless, once identified, residents may have 
multiple areas of concern they need to work on correcting.

Future directions might prospectively identify a cohort of 
residents on remediation and examine the overlap of domains, 
determine methods of successful remediation and risk factors 
associated with failure to remediate. 

LIMITATIONS
This study had several limitations. First, it was a survey-

based study with inherent limitations related to interpretation 
of the questions. We attempted to address the validity issues 
by building content and response process validity through 
development and piloting. Since the definitions of remediation 
and successful remediation are not precisely defined, there 
may be some variability in responses to these questions. 
Secondly, the total number of residents possible in the three-
year period was calculated based on program size reports. 
This does not fully account for residents entering or leaving a 
program during the period and the fact that some residents will 
not have completed the program, but it still provides a good 
approximation of remediation frequency.

We compared remediation for different core 
competencies; however, the majority of remediation plans 
were for more than one competency. This makes it difficult 
to draw definitive conclusions about individual core 
competencies. Additionally, a number of the residents were 
currently in remediation, and the outcome for these residents 
is unknown. Finally, it may be difficult to remember exactly 
which year and what the issues were with the various residents 
on remediation. It was for this reason that we chose a three-
year time frame, but there may be inaccuracy in response. 

CONCLUSION
Resident remediation during EM residency training is 

common, with close to 90% of programs having at least one 
resident on remediation in a recent three-year period. The 
most common areas to remediate are MK and patient care. 
There is a wide range in length and success of remediation.
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Introduction: An important area of communication in healthcare is the consultation. Existing literature 
suggests that formal training in consultation communication is lacking. We aimed to conduct a targeted 
needs assessment of third-year students on their experience calling consultations, and based on these 
results, develop, pilot, and evaluate the effectiveness of a consultation curriculum for different learner 
levels that can be implemented as a longitudinal curriculum.

Methods: Baseline needs assessment data were gathered using a survey completed by third-year 
students at the conclusion of the clinical clerkships. The survey assessed students’ knowledge of 
the standardized consultation, experience and comfort calling consultations, and previous instruction 
received on consultation communication. Implementation of the consultation curriculum began the 
following academic year. Second-year students were introduced to Kessler’s 5 Cs consultation 
model through a didactic session consisting of a lecture, viewing of “trigger” videos illustrating 
standardized and informal consults, followed by reflection and discussion. Curriculum effectiveness 
was assessed through pre- and post- curriculum surveys that assessed knowledge of and comfort 
with the consultation process. Fourth-year students participated in a consultation curriculum that 
provided instruction on the 5 Cs model and allowed for continued practice of consultation skills through 
simulation during the Emergency Medicine clerkship. Proficiency in consult communication in this 
cohort was assessed using two assessment tools, the Global Rating Scale and the 5 Cs Checklist.

Results: The targeted needs assessment of third-year students indicated that 93% of students 
have called a consultation during their clerkships, but only 24% received feedback. Post-curriculum, 
second-year students identified more components of the 5 Cs model (4.04 vs. 4.81, p<0.001) and 
reported greater comfort with the consultation process (0% vs. 69%, p<0.001). Post- curriculum, 
fourth-year students scored higher in all criteria measuring consultation effectiveness (p<0.001 for 
all) and included more necessary items in simulated consultations (62% vs. 77%, p<0.001). 

Conclusion: While third-year medical students reported calling consultations, few felt comfortable 
and formal training was lacking. A curriculum in consult communication for different levels of learners 
can improve knowledge and comfort prior to clinical clerkships and improve consultation skills prior 
to residency training. [West J Emerg Med. 2015;16(6):845–850.]
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INTRODUCTION
Medical errors in the inpatient setting are frequently 

attributed to breakdowns in communication; as many as 
70% of errors are attributed to communication errors.1-6 
One type of communication that is especially common in 
emergency department (ED) care is the consultation, whereby 
one provider seeks formal recommendations from another 
provider regarding the care of a patient; 40% of all ED visits 
require at least one consultation by Emergency Medicine 
(EM) providers.4,7 There is increasing recognition that a 
formal approach to requesting consultations is necessary to 
prevent communication errors from occurring.8 Curbside 
consultations, or unstructured consultations, whereby a 
consultant is asked to provide recommendations regarding 
the care of a patient without formal assessment and 
communication, have historically been a common practice in 
medicine.8 However, when compared to formal consultations, 
curbside consultations can adversely affect patient care.8 

There is a large gap of knowledge on effective 
consultation education amongst trainees and practicing 
physicians. Previous research focused on providing an 
“educational protocol” for medical students to utilize while 
working in the ED, including pre-developed scripts and 
checklists when requesting specialty consultation.9 However, 
many students and trainees still receive little to no formal 
education specifically on consultation. A significant body 
of research on consultation has been developed within the 
specialty of EM. A conceptual model developed by Kessler 
et al, the “5 Cs of Consultation”, has been proposed to 
describe a standardized consultation from the ED to hospital-
based services.10,11 The 5 Cs include Contact, Communicate, 
Core Question, Collaboration, and Closing the Loop, 
and offers specific action items for each component 
(Appendix A). This model has been tested and validated 
in a randomized controlled trial amongst EM residents 
and increased effectiveness of consult communication in 
this setting.12,13 To our knowledge, the 5 Cs model has not 
been implemented into a formal undergraduate medical 
educational curriculum on consult communication.4 Because 
the practice of learning consultation communication through 
single point repetition may not result in improvement of 
this skill, experts in the field believe that formal training in 
consultation communication should exist at various levels of 
training, including undergraduate medical education.4,13 

The specific aims of this study were to develop, pilot, and 
evaluate the effectiveness of a consultation communication 
curriculum based on Kessler’s 5 Cs model for different 
learner levels in undergraduate medical education that can be 
implemented as a longitudinal curriculum. First, we aimed to 
conduct a targeted needs assessment among third-year medical 
students on their experiences, comfort level, and instruction in 
calling consultations. Then, based on these results, we aimed 
to introduce and evaluate a curriculum in calling consultations 
during one academic year for second-year and fourth-year 

medical students. Second-year students received instruction 
on standardized consultation communication, and fourth-year 
students received a didactic and simulation based curriculum 
that enabled structured practice of consultation skills 
(Appendix B). We hypothesized that this curriculum would 
improve consultation communication knowledge, skills, and 
attitudes of the target learner groups.

METHODS
Targeted Needs Assessment

To determine the need for a formal consultation 
curriculum, an eight-question, paper-based, anonymous 
targeted needs assessment was developed internally by 
the authors using literature review and expert opinion. 
The survey was administered to third-year students at the 
conclusion of their clinical rotations in the Spring of 2013. 
The survey asked questions in four general areas: [1] previous 
education on calling consultations, [2] previous exposure to 
calling consultations, [3] current comfort level of requesting 
consultations and collaborating with consultants, and [4] 
identification of the five components to be included in 
effective consultations according to Kessler’s 5 Cs model. 
The survey included yes/no questions, such as “Have you ever 
been instructed on how to call a consult?”, as well as questions 
in which participants used a five point Likert-type scale, for 
example, to rate their “comfort requesting a consult” from 
Very Comfortable to Very Uncomfortable (Appendix C).

Curriculum Design and Implementation 
Second-Year Medical Students

 In a lecture hall setting, as one group, second-year students 
participated in a 50-minute consultation communication didactic 
during the 2014 winter quarter of a required clinical skills course. 
Prior to participating, all students had completed at least 30 
hours of required clinical observation experiences. The authors 
filmed two trigger tapes for the didactic session. The first trigger 
tape demonstrated a curbside consultation and illustrated patient 
safety concerns that can arise with informal consultations. After 
discussion of the first trigger tape and the behaviors that led to 
poor consultation communication, the students were instructed 
on Kessler’s 5 Cs model through a didactic lecture developed for 
all learner groups. Students then viewed the second trigger tape 
that illustrated a consultation that followed the 5 Cs model, and 
participated in a discussion of the elements of this standardized 
consultation that led to a successful collaborative relationship 
between the provider and consultant.

Fourth-Year Medical Students
Fourth-year students participating in the required, month-

long EM clerkship during the 2013-2014 academic year were 
consented for participation. Oral consent was obtained from 
July 2013 through April 2014. Up to twelve students per 
month participate in the EM clerkship, which includes 15 
hours in dedicated didactic, simulation, and educational time. 
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The curriculum was comprised of three parts: the didactic 
portion, consultation communication practice during high-
fidelity simulations, and structured debriefing. A 30-minute 
didactic lecture was given by the EM Clerkship Director, 
emphasizing the importance of consultation communication and 
instructing students on the 5 Cs model. Following the lecture, 
students were provided with a pocket card detailing Kessler’s 5 
Cs model as an added tool for reference during their simulation 
sessions and clinical work, including detailed information to 
be included in each section of a consultation (Figure 1). During 
the simulation sessions, students called consultations that were 
recorded and reviewed by EM attending physicians who were 
trained using the 5 Cs Model. High-fidelity simulation was 
chosen as a teaching method to give students a realistic and 
engaging experience, as prior work has shown that although 
high-fidelity simulation can trigger a “stressful” response, EM 
trainees continue to desire to participate in future sessions.14,15 

The students then received structured feedback on their 
consultation communication performance during the debriefing 
period. Cases used in this study were selected on the basis of 
common presentations to the ED and included gastrointestinal 
bleed, myocardial infarction, ectopic pregnancy, urosepsis, 
diabetic ketoacidosis, aortic dissection, status epilepticus, 
hyperkalemia, and symptomatic bradycardia.

 
Curriculum Evaluation
Second-Year Medical Students

Second-year students participating in the consultation 
communication didactic completed a pre- and post-curriculum 
survey. Both surveys assessed the students’ knowledge of 
the consultation process with yes/no statements such as “I 
understand what a formal consultation is” as well as a multiple 
choice question asking them to “select the 5 components of 
a consultation that have been shown to improve consultation 
communication” according to Kessler’s 5 Cs model. Both 
the pre- and post-curriculum surveys asked the students to 
“rate their level of comfort requesting a consultation given 
the necessary medical background.” Additionally, the post-
curriculum survey assessed overall satisfaction with the 
consultation didactic. 

Fourth-Year Medical Students
Throughout the month-long clerkship, fourth-year 

students participated in three simulation sessions (one 
session per week). The initial, or baseline, simulation 
experience occurred prior to the implementation of the 
didactic component of the curriculum, and the students 
underwent pre- and post-curriculum evaluations. 
Consultation communication skills during simulation 
were measured by EM attending physicians who were 
trained using Kessler’s 5 Cs Model Checklist for Assessing 
Physician Consultations and the Global Rating Scale (GRS) 
for Assessing Physician Consultations (Appendix A and 
D). Kessler’s 5 Cs Model Checklist was adapted from a 

 

Figure 1. 5 Cs pocket card given to students participating in the 
consultation curriculum.
MRN, medical record number

business consultation model by an expert panel and validated 
in a cohort of EM and EM/internal medicine residents.12 
The checklist included 13 different components that should 
be included in effective consultations, such as specifying 
the need for a consultation. The checklist components 
were valued as “Done” or “Not done.” Kessler’s GRS tool 
was developed through literature review and expert panel 
recommendations followed by review and modification by 
consultants.13 The GRS utilized a five point Likert-type scale 
from “Not effective” to “Extremely effective” for seven 
items, such as patient case presentation, to indicate perceived 
efficacy of the consultation by the attending physician. 

Each consultation was rated by two independent 
evaluators per consultation using the GRS and the 5 Cs 
Checklist. The scores for each component of the evaluations 
were averaged for each consultation, creating a composite, 
single evaluation per consultation performed. 

Learner satisfaction with the fourth-year curriculum was 
assessed through use of a ten-question survey completed by 
students at the end of the EM clerkship. Learners were asked 
to rate the value of each curriculum component including the 
didactic lecture, simulated cases, and pocket cards. All survey 
questions were rated on a five point Likert-type scale from 
“Strongly disagree” to “Strongly agree.”

Data Analysis 
Data from the fourth-year curriculum was collected 

from July 2013 to April 2014. For each consultation, the 5 
Cs checklist was recorded with the completion of individual 
checklist items, as well as having a proportion of the 12 points 
completed (i.e. 7/12). Responses gathered from the needs 
assessment, the GRS, and the learner satisfaction survey were 
translated into ordinal numbers for data analysis (i.e. 1=“Not 
effective”, 5=“Extremely effective). 

Evaluations were compared for the pre- and post-
curriculum simulations. For the checklist, the proportion 
of inclusion of each component and the absolute difference 
between values before and after curriculum implementation 
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were reported. For the GRS, the averages and standard error 
of the means were reported, as well as the absolute differences 
in these values before and after curriculum implementation. 
Changes in the average checklist completion and GRS values 
pre- and post-curriculum implementation were analyzed 
using two-tailed, unpaired Student’s t-tests to examine if the 
curriculum was overall successful at increasing thoroughness 
and efficacy of consultations called. Rater agreement was 
analyzed by calculating the distribution of differences between 
the two evaluators. 

All statistical analyses were performed using Stata 12.1 
(StataCorp, College Station, TX). A p-value of less than 
0.05 was considered statistically significant in all analyses. 
This study was approved by the appropriate Institutional 
Review Boards.

RESULTS
Targeted Needs Assessment 

A total of 57 third-year students out of an eligible 96 
completed the targeted needs assessment, resulting in a 59% 
response rate. As shown in Figure 2, 53 (93%) of third-year 
students completing the survey reported calling a consultation 
during any of their third-year rotations. Thirteen students 
(24%) reported receiving feedback on their ability to call 
consultations from their supervising resident or the recipient 
of the consult. Forty-one students (72%) reported receiving 
instruction on how to call a consult, and of those, almost all 
(40/41, 98%) described informal instruction by a resident 
during their third-year rotations.

Although most students reported calling consultations, 
less than half (26 students, 46%) were comfortable requesting 
a consultation. A higher fraction felt comfortable telling the 
patient’s story to a consultant (33 students, 58%) and receiving 
recommendations from a consultant (35 students, 61%). On 
the knowledge-based portion of the survey, roughly half (31 
students, 54%) were able to correctly identify at least 4 of the 
5 Cs of Kessler’s model. We used this data to demonstrate 
the need for inclusion of formal consultation communication 
training in the undergraduate medical education curriculum.

Second-Year Medical Student Curriculum
Twenty-five second-year students completed the pre-

curriculum survey, and 26 completed the post-curriculum 
evaluation. After receiving the curriculum, students were 
able to identify significantly more correct components 
of the 5 Cs model (4.04 vs. 4.81, p<0.001). The number 
of students understanding the definitions of formal and 
curbside consultations also significantly increased (24% 
vs. 100%, p<0.001; 16% vs. 100%, p<0.001; respectively). 
After the curriculum, more students indicated they would be 
comfortable in requesting consults (0% vs. 69%, p<0.001), 
while fewer felt they would need guidance while calling a 
consultation (60% vs. 31%, p<0.001). Learner satisfaction 
was very high, with 100% of students reporting that they were 

 Figure 2. Percentage of students answering “yes” and “no” to 
each survey item of the targeted needs assessment.

“Satisfied” or “Extremely satisfied” with the consultation 
didactic session.

Fourth-Year Medical Student Curriculum
In the fourth-year curriculum, 117 students called 170 

total simulated consultations–84 prior to receiving the 
curriculum and 86 after curriculum implementation. Each 
consultation was evaluated using the GRS and the 5 Cs 
checklist by two independent raters per consultation for a 
total of 340 evaluations. Analysis of the GRS evaluations 
showed that in each category, evaluators differed by 2 or 
more points on the Likert-type scale in less than 29% of 
consult evaluations and were in complete agreement or 
differed by 1 point on the scale in each category in 72-90% 
of evaluations. Analysis of the 5 Cs checklist showed that 
evaluators differed by 2 or more criteria in each category 
in less than 11% of consult evaluations and were otherwise 
in complete agreement or differed by 1 criterion in each 
category in 90-100% of evaluations. The scores for each 
component of the evaluations were averaged for each 
consultation, creating 170 composite evaluations. 

As shown in Figure 3, when compared to pre-curriculum 
consultation evaluation, the combined average score of the 
criteria measured in the GRS, or Average GRS, increased 
significantly following the implementation of the curriculum 
(3.05 vs. 3.70, p<0.001). Additionally, consultations 
performed after the implementation of the curriculum scored 
significantly higher in all seven individual criteria on the GRS 
(p<0.001 for all). 

After receiving the curriculum, students completed 
higher proportions of the 5 Cs checklist compared to their 
consultation evaluations prior to receiving the curriculum 
(Figure 4). The overall checklist completion increased 
significantly (62% vs. 77%, p<0.001); specifically, the 
Contact (30% vs. 59%, p<0.001), Communicate (85% vs. 
90%, p<0.05), and Closing the Loop (74% vs. 89%, p<0.001) 
sections had significantly higher completion by the students 
after the implementation of the curriculum. 

Sixty-nine (59%) of the 117 fourth-year students who 
received the curriculum completed the learner satisfaction 
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survey. Participants reported a high degree of satisfaction with 
the curriculum, as 99% (68/69) indicated being “Satisfied” 
or “Extremely satisfied.” When asked about the content of 
the curriculum, 100% of the students “Agreed” or “Strongly 
Agreed” that the information presented had not been taught 
previously in their medical education. About 94% (65/69) of 
students reported the simulation experiences helped prepare 
them for calling consultations in a clinical setting. Almost all 
(67/69, 97%) students rated the pocket card as useful. Finally, 
after the implementation of the curriculum, 94% (65/69) of 
students “Agreed” or “Strongly Agreed” with the statement, “I 
feel comfortable calling a consultation.”

DISCUSSION
Through our curriculum, second-year students are 

introduced to the formal consultation process, and instructed 
on a standardized consult model prior to beginning clinical 
clerkships. Fourth-year students are instructed on the 5 
Cs model, given a pocket card that encourages continued 
adherence to the standardized consultation, and practice 
their consultation skills in a structured, simulation setting. 
After participating in our consultation curriculum, second-
year students demonstrated an increase in knowledge and 
understanding of the standardized consultation process 
and, although not surprising given their lack of significant 
clinical experience, reported higher levels of comfort with 
requesting a consultation given the necessary medical 
background. Fourth-year students scored higher on 
evaluations that assess thoroughness and perceived efficacy 
of consultation communication and reported higher levels of 
comfort in calling and discussing consultations compared to 
responses gathered in the targeted needs assessment. These 

 Figure 3. Global Rating Scale (GRS) assessment of consultation 
efficacy in seven criteria and an average of all criteria. Five point 
scale responses were converted to ordinal numbers where 1=“Not 
effective” and 5=“Extremely effective”. Means are graphed before 
and after curriculum implementation with standard error of the 
mean error bars.
**p<0.001.

 Figure 4. Proportion of 5 Cs checklist items completed per con-
sultation in each category and total completion. For before and 
after the curriculum implementation, proportions are graphed with 
standard error of the mean error bars.
*p<0.05.
**p<0.001.

results suggest that on-the-fly instruction in consultation 
communication is not adequate, and a formal curriculum is 
needed to improve skills and comfort level. 

These findings have implications for the inclusion of 
additional educational interventions in undergraduate medical 
education to enhance the efficacy of consultation communication. 
This consultation communication curriculum, which can 
be implemented as a longitudinal experience, is novel and 
allows students to receive instruction prior to the third-year 
clerkships. It also reinforces this critical skill in the controlled 
environment of the simulation laboratory during a fourth year 
capstone experience. Our curriculum aligns well with the need 
for medical schools to address whether students are proficient 
in the Core Entrustable Professional Activities for Entering 
Residency, particularly those emphasizing the importance of 
interprofessional collaboration, understanding one’s role as a 
medical team member, and seeking help when necessary,16 which 
our curriculum specifically addresses. Although the 5 Cs Model 
was validated in a cohort of resident physicians, we believe our 
consultation curriculum is feasible, and was shown to be effective 
and suitable for this level of learner.

Future directions in assessing the effectiveness of 
this consultation curriculum include evaluating long-term 
retention of consultation communication knowledge and skills 
in a group of learners who receive the entire longitudinal 
curriculum. We plan to study consultants’ perceptions of 
consults called by students to determine if these skills 
translate to the clinical setting. Also, we plan to compare 
the consultation communication skills of interns who have 
received the longitudinal curriculum as medical students to 
entering interns who have not received consultation training, 
allowing for a control group study. 

LIMITATIONS 
There are limitations to this study. Our research and 
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educational curriculum were performed at a single site, and 
thus results may not be generalizable to other institutions. 
The response rate for the targeted needs assessment and 
fourth-year learner satisfaction surveys was 59%. As the 
surveys were anonymous, we were unable to follow up with 
students who did not complete the surveys to increase the 
response rate. Additionally, the analysis of consultations 
occurred only in controlled environments. In real clinical 
settings, the measures of an effective consultation 
according to Kessler’s model may be sacrificed for issues 
of timeliness, and other responsibilities of serving on a 
care team. Finally, our study describes interventions at the 
second and fourth-year levels. During year 1 of curriculum 
implementation, we were unable to study the same learners 
over time to determine if receiving the entire curriculum 
has any long-term educational benefit, but plan to do so in 
the future.

CONCLUSIONS
Medical students are calling consultations during third-

year clerkships, but formal instruction is rare. Developing 
and implementing longitudinal consultation curricula, 
with a didactic during the pre-clinical curriculum and 
simulation-based instruction during the EM clerkship, can 
help address the current deficit in undergraduate medical 
education and better prepare students to call consults 
before beginning clinical clerkships and prior to entering 
residency training.
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Introduction: Linking educational objectives and clinical learning during clerkships can be difficult. 
Clinical shifts during emergency medicine (EM) clerkships provide a wide variety of experiences, 
some of which may not be relevant to recommended educational objectives. Students can be 
directed to standardize their clinical experiences, and this improves performance on examinations. 
We hypothesized that applying a “flipped classroom” model to the clinical clerkship would improve 
performance on multiple-choice testing when compared to standard learning.

Methods: Students at two institutions were randomized to complete two of four selected EM 
clerkship topics in a “flipped fashion,” and two others in a standard fashion. For flipped topics, 
students were directed to complete chief complaint-based asynchronous modules prior to a shift, 
during which they were directed to focus on the chief complaint. For the other two topics, modules 
were to be performed at the students’ discretion, and shifts would not have a theme. At the end 
of the four-week clerkship, a 40-question multiple-choice examination was administered with 10 
questions per topic. We compared performance on flipped topics with those performed in standard 
fashion. Students were surveyed on perceived effectiveness, ability to follow the protocol, and 
willingness of preceptors to allow a chief-complaint focus.

Results: Sixty-nine students participated; examination scores for 56 were available for analysis. For 
the primary outcome, no difference was seen between the flipped method and standard (p=0.494.) 
A mixed model approach showed no effect of flipped status, protocol adherence, or site of rotation 
on the primary outcome of exam scores. Students rated the concept of the flipped clerkship highly 
(3.48/5). Almost one third (31.1%) of students stated that they were unable to adhere to the protocol.

Conclusion: Preparation for a clinical shift with pre-assigned, web-based learning modules followed 
by an attempt at chief-complaint-focused learning during a shift did not result in improvements in 
performance on a multiple-choice assessment of knowledge; however, one third of participants did 
not adhere strictly to the protocol. Future investigations should ensure performance of pre-assigned 
learning as well as clinical experiences, and consider alternate measures of knowledge. [West J 
Emerg Med. 2015;16(6):851–855.]

INTRODUCTION
Emergency medicine (EM) provides students with 
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the opportunity to care for undifferentiated patients, but 
the unscheduled and acute nature of the specialty makes it 
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difficult to standardize student experiences.1 The variety of 
learning styles and differences in both medical knowledge and 
level of motivation among medical students in a mandatory 
clerkship are further complicated by varying patient chief 
complaints, levels of patient acuity, opportunities for 
procedures, and attending management styles. Thus, linking 
educational objectives and clinical learning during clerkships 
can be difficult. 

The Clerkship Directors in EM (CDEM) created a set of 
recommended objectives and curricular goals for a required 
fourth-year EM clerkship in an attempt to standardize EM 
clerkships nationally.2,3 Educators in EM historically have 
created uniform didactics in an attempt to standardize 
the medical knowledge imparted in clerkships.4 With the 
understanding that there is a body of knowledge needing to be 
gained despite clinical variability and the unscheduled nature 
of emergency patient visits, some educators have employed 
asynchronous learning activities to which the students have 
access between shifts.5,6 This concept essentially employs the 
objectives of pre-learning7 and the exposure to standardized 
learning materials, such as computer-based learning modules, 
pre-recorded didactic lectures, selected literature, and 
preferred free open-access medical education materials.6 

Adult learning theory places heavy emphasis on the 
applicability of gained knowledge.8 The concept of “inverted” 
or “flipped” education was developed to enhance education 
application. The “flipped classroom” relies on technology 
or other methods of information dissemination to introduce 
students to course content outside of the classroom so they can 
employ, apply or engage that information more deeply inside 
the classroom.9 

During clinical clerkships, the opportunity to apply 
medical knowledge occurs during time in the wards, clinic, 
operating room, or emergency department (ED).3 One of 
the overarching objectives of the EM clerkship is to provide 
students with the ability to manage the undifferentiated 
patient.2,3 Previous authors have demonstrated that exposure to 
a favorable patient mix coincides with increased confidence in 
managing the undifferentiated patient.10 The challenge remains 
providing EM students with at least a minimum standardized 
exposure to high yield chief complaints that are expected to 
be encountered during an EM rotation and are tested in the 
standardized clerkship written examination.11 Prior works 
show that students can be directed to standardize their clinical 
experiences12 and that limiting the scope from one that is 
unfocused and unpredictable to one that creates areas of 
concentration makes it easier to focus on specified learning 
objectives, and this improves performance on examinations.13

We attempted to combine the experience of standardized, 
technology-assisted pre-learning with the previously-
described quasi-standardized clinical experience to create 
a “flipped clerkship.” The objectives were to create an 
educational method in which students were directed to learn 
a topic prior to an assigned shift and then focus on patients 

with that chief complaint during their shift. We hypothesized 
that this unique model for directing both asynchronous 
learning and the clinical experiences in the ED would result 
in improved medical knowledge as measured by a series of 
multiple-choice questions.

METHODS
Study Setting and Participants

This was a multicenter study conducted at two academic 
sites, Virginia Tech Carilion School of Medicine and the 
University of Maryland School of Medicine, between July 1, 
2013 and June 30, 2014. The study participants were either 
late third-year or fourth-year medical students enrolled in the 
required EM rotation or the EM elective at either site. All 
participants underwent informed consent at the beginning of the 
rotation, which included the assurance that participation in the 
study was inconsequential to their final grade on the rotation. 

Study Protocol
Study participants were randomly designated a study 

number that assigned them to a combination of two chief 
complaints commonly seen in the ED setting. The chief 
complaints were chest pain (CP), abdominal pain, (AP) 
dyspnea (SOB), and altered mental status (AMS). Once the 
participants were assigned to one of the six combinations of 
chief complaints (e.g., CP+SOB), they were told to choose 
two shifts during their rotation that would be “themed” shifts. 

During themed shifts, participants would focus their 
attention on evaluating and managing patients who presented 
to the ED with the assigned chief complaint for that themed 
shift, with a goal of evaluating at least three patients with 
that chief complaint. They were instructed to select one 
shift for each of their two chief complaints to be the themed 
shift. Prior to the themed shift, participants were instructed 
to complete an interactive computer-based learning module 
discussing the chief complaint assigned for the themed shift. 
These web-based modules taught the subject material for how 
to evaluate patients with each of the chief complaints. These 
modules consisted of lecture material, web-based reading 
material, and questions specific to the chief complaint and 
were based heavily on the curriculum recommended by the 
CDEM and found at www.cdemcurriculum.org.2 All of the 
participants were given access to all of the learning modules 
at the beginning and were permitted to use them for learning 
purposes at any point during their rotation. The participants 
were instructed to perform the learning modules for the other 
two chief complaints (which they were not assigned to be 
“themed”) at a time of their choosing during the rotation.

At the end of the four-week rotation, the participants were 
asked to complete a 40-question examination (Appendix 1). 
The examination contained 10 peer-reviewed multiple-choice 
questions for each of the four chief complaints; students were 
required to answer all 40 questions (20 from their assigned 
themed topics, 20 from standard). Participants’ performance 
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on the examination was not considered toward their final 
grade on the rotation. The examination was administered 
through www.saemtests.org using Logic eXtension Resourses 
6.0 (LXR; Applied Measurement Professionals, Inc., 
Georgetown, SC) to simplify administration and tallying of 
results. All participants took the same examination, although 
the order of questions was altered by the testing software to 
minimize chances of unethical behavior. 

After the examination, participants were asked to 
complete a survey. The survey asked participants to evaluate 
several aspects of the flipped classroom technique on a 
five-point scale. Points of evaluation included comparisons 
between the flipped clerkship and traditional learning 
modalities, ability to focus on the chief complaint during 
themed shifts, willingness of faculty and residents to allow 
participants to adhere to protocol, and how closely participants 
stuck to the protocol. 

Data Analysis
Our primary analysis was to compare scores for a flipped 

clerkship versus standard learning. To determine whether any 
observable score differences were attributable to location, site 
(VTC/UMD) was modeled along other predictors in a mixed 
model framework for both the primary (flip versus standard) 
and secondary (topic comparisons) analyses. The mixed model 
approach considers observed scores as a function of flipped 
status, topic, and location while modeling variability among 
individual students as a random effect. We removed site from 
analyses in which it did not exhibit a statistical association 
with score after accounting for other model terms. 

For the primary analysis, site did not show a significant 
association, and therefore the comparison between flipped 
and standard scores was accomplished using a paired t test, 
which assessed flipped status in a manner equivalent to 
the mixed model by differencing scores between flipped 
and standard topics for each student. We computed group 
means, the t statistic, p-value, and a confidence interval for 
the primary analysis. The distribution of the differences 
was assessed graphically for normality to ensure the 
appropriateness of this test. 

For the secondary analysis, we used the mixed model 
approach to compare scores among topics CP, SOB, AB, and 
AMS. Normality of the residuals was confirmed graphically. 
Topic means, p-values comparing topics, and 95% confidence 
intervals were computed. To determine whether the flipped 
approach benefitted certain topics more than others, we 
included a statistical interaction effect between topic and 
flipped status in the mixed model. Observed p-values below 
α=0.05 are described as statistically significant in this report.

Question performance is reported as pdiff (a measure of the 
difficulty of the question, with 1 signifying 100% of students 
answering correctly) and point biserial correlation (rpb, a 
measurement of the ability of a question to discriminate between 
high overall examinees and lower overall examinees. A higher 

rpb is ideal and a negative rpb signifies a flawed question.)
This study was approved by the Carilion Clinic and 

University of Maryland Institutional Review Boards.

RESULTS
Sixty-nine students participated in the protocol. 

Examination scores were missing for 12 students who did not 
take the examination, and one data set had a missing participant 
identification number. Data for 56 students were included in 
the analysis. Twenty-one participants were fourth-year medical 
students on an elective EM rotation; 35 were students on a 
required EM rotation. Of these 35, 11 were late third-year 
students. Rotation length was four weeks for all students.

Overall Flipped vs. Standard Score Comparison
Each student answered 20 questions on topics they were 

assigned to flip, and 20 questions on topics that they prepared 
for in the standard fashion. Site of rotation exhibited no 
association with scores (p=0.3861), so the paired t test was 
used. We saw no statistical difference when comparing scores 
on flipped topics vs standard topics. The mean flipped score 
was 14.14, and the mean standard score was 13.89 (t=-0.69 
on 55 df, p=0.494, 95% CI of difference: -0.98 to 0.48). 
When performing the primary analysis (overall flipped vs 
standard score) at each participating institution individually, 
no difference was found (VTC: 36 students, p=0.8959; UMD: 
20 students, p=0.3927). When including data from only the 28 
students who replied that they followed the protocol, there was 
not a statistical difference between flipped and standard scores 
(p=0.8071). We saw no statistical difference when comparing 
students on required compared to elective rotations.

Topic Comparisons
Site did not have a statistical association with score in 

the mixed model (p=0.3835). Statistical differences were 
observed between scores on the four topics. Noting that there 
were 10 points available per topic, the mean topic scores were 
AP: 7.14, AMS: 6.77, CP: 7.68, and SOB: 6.45. Scores on CP 
were statistically higher than the other three topics (CP:SOB, 
p<0.0001, 95% CI [0.76 to 1.70]; CP:AB, p=0.0251, 95% 
CI [-1.00 to -0.07]; CP:AMS, p=0.0002, 95% CI [-1.38 to 
-0.44]), and scores on AB were higher than on SOB but not 
AMS (AB:SOB, p=0.0038, 95% CI [0.23 to 1.16]; AB:AMS, 
p=0.1154, 95% CI [-0.09 to 0.84]). Scores on AMS and SOB 
did not significantly differ (p=0.1768, 95% CI [-0.15 to 0.79]). 

Flip Benefit for Certain Criteria
No topic benefited from being flipped when compared to 

the other topics. This was assessed using a statistical test for 
interaction between flipped status and topic (p=0.167). 

Question Performance
Average pdiff for examination questions was 0.69. 

Average rpb for examination questions was 0.37.
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Student Feedback
Forty-five students completed a feedback survey at the 

end of the rotation. Students were asked to rate the flipped 
method as a learning tool compared to standard; the average 
rating was 3.48 out of 5 with 1 being “poor/worse” and 5 
being “excellent/better.” In addition, they were asked to 
rate their ability to evaluate patients with the assigned chief 
complaints, i.e., their ability to focus their shifts, with a rating 
of 2.66 out of 4. Most (68.9%) of respondents answered that 
they followed the protocol, and 31.1% responded that were not 
able to. The most common responses to a follow-up question 
of “why did you not follow the protocol?” included forgetting 
at the time of the shift and an inability to see patients having 
the chief complaint on which they were supposed to focus 
during that shift. 

DISCUSSION
Our results suggest that numerous challenges exist with 

asynchronous, targeted clinical learning in the EM student 
clerkship. Students participating in our flipped clerkship did 
not show improvement on learning, as measured by multiple-
choice questioning, for specific EM topics performed in a 
targeted fashion when compared with those who did not 
similarly target their clinical learning.

Prior studies have shown both a benefit in medical 
education from asynchronous learning, as well as areas 
in which the methods did not result in differences when 
compared with traditional learning.13 Much of this research 
has been performed in the didactic setting, and most studies 
look at short-term, pre-test and post-test performance; few 
studies address retention. Our study assessed medium-term 
knowledge recall over the course of a clinical clerkship. 

Clinical learning may also not fully match what students 
learn from textbooks or other standardized learning material, 
and this could have an effect on improvements in, and 
measurement of, knowledge. The clinical environment is 
variable, and students are exposed to variations in care.1,12 

The effects of standardizing clinical exposure and assigning 
reading has had differing effects on knowledge-based 
assessment and clinical performance.13,15 The implications of 
this may be that providing a targeted, “flipped classroom” 
style educational approach in the clinical setting may be 
difficult given the unclear connection between clinical 
learning and knowledge gains as measured by examinations.

LIMITATIONS 
A large portion (>30%) of students did not fully engage 

in a themed shift or reported they did not complete their 
asynchronous pre-learning as per the protocol. We did not 
collect detailed data regarding which part of the protocol was 
violated. From comments provided, some students did not 
complete the pre-shift learning, others were unable to focus 
on the chief complaint during a shift, and some performed 
more “themed” shifts than were assigned, but the proportions 

of each are not known. It is unclear what effect this had on 
the outcomes, but the concept of pre-assigned asynchronous 
learning and its potential benefits is directly related to the 
expectation that learners complete the assignments prior to the 
learning session. 

The clinical environment poses distinct challenges. In 
many flipped classroom settings, the instructor is able to 
control the in-classroom learning session, but this may not 
be possible in the clinical setting. While we encouraged 
students to focus on topically-appropriate patients in themed 
shifts, we did not keep track of their patients, and students 
ranked the challenge of focusing on themed topics as the 
greatest challenge on the feedback survey. It was our hope 
that the act of focused learning for the purposes of preparing 
for an upcoming shift would fulfill the adult learning 
principles of creating relevancy and goal-orientation, and 
therefore increase learning potential. It is possible that 
without the reinforcement of using the information learned 
(i.e., seeing patients with that chief complaint), that there is 
little to no benefit to prior preparation.

In addition, there was no attempt to regulate when the 
learners performed the modules, how much effort was put 
into them, or what sort of education took place during their 
shifts. There may have been significant heterogeneity in effort 
and timing of module completion; for instance, some students 
may have performed the module the night before a shift, 
while others performed it several days prior. Anecdotally, the 
modules take up to two hours to complete, but some students 
may have spent significantly less time and effort, thereby 
affecting their efficacy. While this unscheduled aspect of 
asynchronous learning is one of its inherent benefits, it may 
also contribute to inconsistent outcomes.

At least one student noted in written feedback that he 
felt the method to be useful, and therefore performed all of 
his shifts in a “themed” fashion. If other students similarly 
extended the use of themed shifts to unassigned chief 
complaints, this may have contributed to the lack of difference 
in outcomes. 

The possibility of Type II error exists; the pooled standard 
deviation between the flipped and standard scores was 2.72, 
the intraclass correlation for this analysis was 0.38, and the 
difference in scores between the flipped and standard settings 
was 0.25 points. If this combination of means, standard 
deviations, and associations were the true state of the universe, 
then it would take n=743 study participants to declare 
statistical significance between the interventions. However, 
the question would remain as to what size difference would 
reflect a true knowledge difference. 

Finally, the assessment used was a non-standardized, 
small set of multiple-choice questions. Multiple-choice 
questions may not be the ideal way to assess clinical 
learning,16 and while attempts were made to ensure question 
validity by expert consensus, the average difficulty was fairly 
low and several questions were very difficult (pdiff <0.5). 
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However, all questions had good discriminatory value. Future 
work may include mixed methodology including qualitative 
methods and could compare entire rotation blocks performed 
in “flipped” fashion to those performed in standard fashion, 
allowing several measures of overall clerkship performance to 
be assessed.

CONCLUSION
Preparation for a clinical shift with pre-assigned, web-based 

learning modules followed by an attempt at chief complaint-
focused learning during a shift did not result in improvements 
in performance on a multiple-choice assessment of knowledge; 
however, one third of participants did not adhere strictly to 
the protocol. Future investigations should ensure performance 
of pre-assigned learning as well as clinical experiences, and 
consider alternate measures of knowledge.
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INTRODUCTION
Medical school curricula in the United States have been 

more recently focusing on the early integration of clinical 
sciences and clinical experiences into medical students’ pre-
clinical years. For many medical students, the common mode 
of instruction for developing the procedural skill of laceration 
repair is largely from live workshop training requiring a 
significant amount of physical resources and physician time 
to train the students. This study compares the effectiveness 
of video-based learning (VBL) to traditional live workshop 
learning (LWL) on student laceration repair performance. 

Review of literature
We performed a review of the literature with searches in 

PubMed such as video, suturing, medical education, learning, 
medical students and found several relevant articles published 
in the last 10 years. Several studies have investigated integrating 
video modules into medical curriculum and overall, findings 
have been controversial. One study aimed to identify willingness 
to learn from video modules in virtual patient encounters. A 
total of 120 students took a post-encounter survey with majority 
preferring text-based learning over video. However, the video 
modules were perceived to be more thorough and with higher 
detail. In a second study, third-year medical students used VBLs 
for their pediatrics rotation and video modules were statistically 
associated with higher recognition of principal symptoms, 
appropriate diagnosis and consistency between observed 
symptoms and diagnosis. No studies have been found that used 
video modules for suturing technique. 

METHODS
We invited first-year medical students at the University of 

Kentucky College of Medicine to participate in the laceration 

University of Kentucky, Department of Emergency Medicine, Lexington, Kentucky

repair study. Inclusion criteria included students with no 
prior suturing experience and who were available to attend 
training (August 26, 2014) and two assessments (September 
2 and November 11, 2014). Students were asked to adhere 
to a set of study rules where they not allowed to discuss the 
laceration repair study with classmates, attempt to contact 
other members of the study, and discuss or identify learning 
resources with classmates. We enrolled the first 40 students to 
confirm their eligibility and reply via email. 

Students were randomized into two groups: VBL and 
LWL (Figure 1). Randomization was performed by assigning 
students a number, between 1 and 40, based on their order 
of enrollment. Students were then separated into two groups 
defined by odd and even assigned numbers. Students with 
even numbers were assigned to the VBL group, while students 
with odd numbers were assigned to the LWL group. On the 
day of training, study participant were provided one banana, 
one scissor, four Ethicon 4-0 silk sutures, one Addison forcep, 
and one needle driver as tools to practice suturing techniques. 
Participants were asked to keep their practice materials for the 
remainder of the study.

We developed a suture task checklist (Figure 2) by 
combining various assessment criteria used in the evaluation 
of suturing as published in Assessing Surgical Skill Using 
Bench Station Models (Khan et al.) and Clinical skills training: 
developing objective assessment instruments (Conner, H.M. 
and McGraw, R.C.). Workshop content was solely based off 
assessment criteria from the suture task checklist.

The live workshop was presented in Microsoft 
PowerPoint format by a second-year EM resident and was 
recorded live using Echo360 lecture capture software. An 
adjustable camera toggled by the presenter was used to 
capture imaging of the instructors hands while performing 
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suturing technique. The video recording of the workshop was 
posted for the 20 students in the VBL group, leaving both 
groups with the same instructional content.

The live workshop consisted of a 20-minute lecture 
followed by one hour and 40 minutes of practice and 
instructional feedback. There were a total of three resident 
physicians, including the instructor, who provided 
instructional feedback and tips to students during their allotted 
practice time. Students were not permitted to ask questions 
during the lecture as the lecture was being recorded for the 
video-training arm of the study. Students were free to ask 
questions during their 1hr 40min practice session and allowed 
to leave at any time during their practice session. 

Two faculty physicians from the University of Kentucky 
Department of Emergency Medicine, Dr. Christopher Doty 
and Dr. Brian Adkins, generously volunteered their time to 
provide mentorship, project oversight, and assessment of 
student suturing performance using the 22-point suture task 
checklist. Both physicians were blinded to participant group 
assignment during the two student assessments and were 
present for the entirety of each assessment. The average of 
the two independent numerical values derived from each 
physician’s 22-point suture task checklist was taken and used 
as the student’s final score. We used a Welch two Sample t-test 
to compare performance between groups.

RESULTS
For the first assessment, 36 students were evaluated. The 

LWL group (n=17) scored a mean of 18.59 (SD 1.8, 95% CI 
[17.6-19.3]); while the VBL group (n=19) scored a mean of 
18.21 (SD 1.8, 95% CI [17.3-19.0]) (p-value 0.549) (Figure 
3). For the delayed assessment, 31 students were evaluated. 
The LWL (n=15) scored a mean of 17.87 (SD 2.5, 95% CI 
[16.6-19.1]); while the VBL group (n=16) score a mean of 
17.75 (SD 2.5, 95% CI [16.6-19.0]) (p-value 0.8979). 

Evaluator concordance using 22-point suture task checklist 
was as follows: Evaluators’ assessment scores were identical 
29.9% of the time; evaluators’ assessment scores differed by 
one point 44.8% of the time. Therefore, evaluators scored 

students within one point of each other 74.7% of the time.

DISCUSSION
Medical students often use shadowing experiences, 

simulation labs, and live workshops to develop procedural 
skills such as laceration repair that will better prepare 
themselves for their clinical rotations. Many of these 
experiences require a tremendous amount of training resources 
(physician time, space, practice materials, and live tissues) 
and planning to synchronize the availability of students and 
physicians. In our study, students who participated in VBL 
had no significant difference in suturing scores at one and 
three months compared to LWL. These results suggest that 
VBL may be as effective as live workshop training. The 
implementation of accessible VBL into medical students’ pre-
clinical education may be an effective way to teach students 
procedural skills while saving time, space, and resources used 
for scheduled instruction in an environment of ever-increasing 
educational demands.

While VBL serves as a promising educational tool, 

Suture Task Checklist Yes  No
1. Recognizes that the wound should be sutured
2. Enquires re: tetanus status
3. Mentions anesthetic
4. Sterile technique (gloves)
5. Adequate irrigation
6. Selection of appropriate instruments and 
suture
7. Correct placement of needline in needle driver
8. Perpendicular penetration and exit
9. Bite no closer than 0.5cm
10. Equal bites on either side of wound
11. Curvature of needle followed
12. Smooth passage of needle, no hesitancy
13. Instrument tie technique
14. Initial double wrap throw
15. Square knot
16. At least 3 knots
17. Leaves 0.5cm after cutting suture
18. Minimum 3 sutures
19. Stitch perpendicular to wound edge
20. Adequate eversion of wound edge
21. Discuss correct time for removal (prompted 
by instructor) (face, hands=5-7 days. Rest=7-10 
days)
22. Wound care

Figure 2. Suture task checklist. Suture Task Checklist derived 
from: Khan et al. Assessing Surgical Skill Using Bench Station 
Models. Conner HM and McGraw RC. Clinical skills training: 
developing objective assessment instruments.

Figure 1. Student groups with randomization to video training and 
workshop training as on days 0, 7, 77.
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some limitations to this mode of learning include limited 
interaction with residents and physicians and lack of 
instructor feedback. Limitations to this study include not 
including baseline/pre-intervention evaluation of subjects 
suturing skillsets, small sample size, and the quality of the 
overhead camera used to capture suturing techniques and ties 
may not have been optimal for high resolution viewing at 
home. Future studies may look to evaluate VBL performance 
beyond a controlled practice environment and into real-life 
clinical situations. In addition, student preference between 
VBL and LWL should be assessed.
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Introduction: While treating potentially violent patients in the emergency department (ED), both patients 
and staff may be subject to unintentional injury. Emergency healthcare providers are at the greatest risk 
of experiencing physical and verbal assault from patients. Preliminary studies have shown that a team-
based approach with targeted staff training has significant positive outcomes in mitigating violence in 
healthcare settings. Staff attitudes toward patient aggression have also been linked to workplace safety, 
but current literature suggests that providers experience fear and anxiety while caring for potentially 
violent patients. The objectives of the study were (1) to develop an interprofessional curriculum focusing 
on improving teamwork and staff attitudes toward patient violence using simulation-enhanced education 
for ED staff, and (2) to assess attitudes towards patient aggression both at pre- and post-curriculum 
implementation stages using a survey-based study design.

Methods: Formal roles and responsibilities for each member of the care team, including positioning 
during restraint placement, were pre defined in conjunction with ED leadership. Emergency medicine 
residents, nurses and hospital police officers were assigned to interprofessional teams. The curriculum 
started with an introductory lecture discussing de-escalation techniques and restraint placement as 
well as core tenets of interprofessional collaboration. Next, we conducted two simulation scenarios 
using standardized participants (SPs) and structured debriefing. The study consisted of a survey-based 
design comparing pre-  and post- intervention responses via a paired Student t-test to assess changes 
in staff attitudes. We used the validated Management of Aggression and Violence Attitude Scale 
(MAVAS) consisting of 30 Likert -scale questions grouped into four themed constructs.

Results: One hundred sixty-two ED staff members completed the course with >95% staff 
participation, generating a total of 106 paired surveys. Constructs for internal/biomedical factors, 
external/staff factors and situational/interactional perspectives on patient aggression significantly 
improved (p<0.0001, p<0.002, p<0.0001 respectively). Staff attitudes toward management of patient 
aggression did not significantly change (p=0.542). Multiple quality improvement initiatives were 
successfully implemented, including the creation of an interprofessional crisis management alert and 
response protocol. Staff members described appreciation for our simulation-based curriculum and 
welcomed the interaction with SPs during their training.

Conclusion: A structured simulation-enhanced interprofessional intervention was successful in 
improving multiple facets of ED staff attitudes toward behavioral emergency care. [West J Emerg 
Med. 2015;16(6):859–865.]
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INTRODUCTION
Patients with behavioral emergencies often present to 

the emergency department (ED) in acute agitation.1 The 
etiology of their agitation carries a wide differential diagnosis, 
including metabolic derangements, intracranial pathology, 
toxic and illicit drug ingestions and psychiatric emergencies.2 
Care of these patients comes with innate safety risks for 
both the staff members and the patients themselves. EDs 
have been identified as high-risk settings for workplace 
violence (WPV).3 A national survey of emergency physicians 
found that at least one WPV act was reported in 78% of all 
responders, and 21% reported more than one episode.4 Several 
studies have shown that emergency nurses are at the greatest 
risk of experiencing verbal and physical assault as compared 
to nurses in other healthcare settings and to physicians.5,6 
Precipitators of violence and aggression in the ED are most 
commonly attributed to alcohol/substance abuse, mental 
illness, and altered perceptions and confusion, all of which 
frequently exist in agitated patients.7,8 Management of acutely 
agitated patients consists not only of physical restraints and 
administration of appropriate medications but also utilization 
of de-escalation and agitation reduction techniques.2,9 

Recent surveys of healthcare workers have identified 
a need for early communication of clear roles and 
responsibilities of hospital security and ED staff to improve 
safety during WPV events.10 Implementation of a structured 
team approach that promotes interprofessional collaboration 
to manage patients with behavioral emergencies has shown 
significant impact on mitigating aggression.11,12 In addition, 
improving providers’ attitudes and comprehension of factors 
contributing to patient violence has been directly linked 
to an improved workplace safety climate.13 However, staff 
members have expressed ongoing fear and anxiety when 
caring for potentially aggressive patients, even to the point 
where some providers intentionally avoided engaging patients 
and visitors whom they deemed to have violent tendencies in 
order to alleviate their stress symptomatology.14,15 Currently, 
educational strategies targeting WPV, including the widely 
adopted Nonviolent Crisis Intervention program from 
the Crisis Prevention Institute (CPI), have focused on an 
individual provider’s interaction with violent patients.16,17 
Healthcare simulation provides a realistic but safe venue 
to address issues surrounding patient violence. More 
importantly, simulation–based education can both directly 
influence participant attitudes and encourage interprofessional 
teamwork due to its inherent ability to impact learners’ 
cognitive frames and promote peer-to-peer dialog during 
structured debriefing.18-20 

Our study used a multi-modality, team-based approach 
to create a novel simulation-enhanced patient safety 
curriculum targeting staff attitudes toward patient aggression 
and interprofessional collaboration during the management 
of patients with behavioral emergencies in the ED. We 
assessed the potential success of the program through direct 

analysis of staff attitudes towards management of aggression 
with a validated survey instrument. Our hope was that this 
intervention would allow for a coordinated team approach that 
would improve safety for both patients and staff members. 

Assessment Instrument
We examined changes to staff attitudes as a result of 

this intervention via the Management of Aggression and 
Violence Attitude Scale (MAVAS), a published survey from 
a British nursing education group that has shown reliability 
and internal validity for assessment of staff attitudes toward 
patient aggression.21 Although this survey’s validation 
process was performed with a psychiatric patient cohort, 
transferability to the ED environment is feasible given that ED 
patients presenting with behavioral emergencies often carry 
psychiatric etiologies. Moreover, the survey authors included 
the psychiatric ED as one of the clinical environment for 
their investigation and thus allowed for applicability to the 
ED setting.22 The survey was subdivided into four constructs 
contributing to patient aggression: internal and biomedical 
factors of the patient; external and staff factors; situational/
interactional perspectives; and staff perspectives toward 
management of patient aggression. This was distributed 
immediately pre- and post-session to assess the course’s 
direct impact on our staff. See Appendix 1 for a copy of the 
survey questions and elements. We used the paired sample 
Student’s t-test for our survey data analysis using IBM SPSS 
21.0 software, and our study was approved by NYU School 
of Medicine’s Institutional Review Board as expedited review 
under the title, “Simulation-based Team Training for Care of 
Acutely Agitated Patients in the Emergency Department (i14-
00846)” in May 2014.

EDUCATIONAL OBJECTIVES
1. Describe and demonstrate effective interprofessional 

teamwork and communication skills to treat the patient 
with a behavioral emergency in the ED.

2. Identify roles and responsibilities of members of an 
interprofessional team that care for acutely agitated patients.

3. Display effective violence mitigation and de-escalation 
techniques.

4. Appropriately apply physical restraints and medical 
interventions during treatment of the agitated patient in 
the ED. 

5. Demonstrate improvement in attitudes toward patients with 
behavioral emergencies through a better understanding of 
factors contributing to patient aggression.

CURRICULAR DESIGN
As the care of the agitated patient requires balancing a 

complex range of clinical, communication and teamwork 
skills, we felt that applying David Kolb’s experiential 
learning theory as our educational framework would best 
suit our needs.23 We developed a simulation-enhanced 



Volume XVI, no. 6 : November 2015 861 Western Journal of Emergency Medicine

Wong et al. Team Response to Behavioral Emergencies

interprofessional curriculum as the application of experiential 
learning where our physicians, nurses, patient care technicians 
and hospital police officers trained together to replicate 
the ED clinical environment. Content experts from the 
hospital’s Crisis Management Team (CMT) with extensive 
training in teaching de-escalation techniques and evidence-
based management of aggressive persons joined us in our 
educational endeavor. They worked with physician, nursing 
and hospital police educational leadership to ensure that our 
curricular content was in line with current best practices 
from the literature.2,3,17 We used standardized participants 
(SPs) to maximize fidelity during case-based simulations 
that were designed to incorporate de-escalation and personal 
defense techniques, team-based interprofessional approaches, 
application of physical restraints and adjunctive medication 
route and dosing options. 

Didactics
Our educational team derived a 30-minute introductory 

interactive lecture from core elements of validated aggression 
management courses. Key components of the didactics 
including crisis management principles, de-escalation 
techniques, and proper application of restraints were 
summarized in a pre-session handout that was distributed to 
our learners prior to beginning of the session. Moreover, ED 
leadership constructed formal roles and responsibilities prior 
to the didactic session. These roles were described in detail in 
the pre-session handout and re-enforced with staff during the 
didactic session (see Figure 1 for detailed description). At the 
end of the didactic component, we solicited particip ating staff 
for quality improvement initiatives that could be implemented 
in the clinical setting to further advance staff and patient safety 
during treatment of the patient with a behavioral emergency. 

Immersive Simulated Encounters
We recruited healthcare professionals to act as SPs and 

trained them in conjunction with our content experts to 
simulate two agitated patient scenarios typically encountered 
by ED staff members. The course participants were expected 
to use the de-escalation techniques in an interprofessional 
manner discussed during the didactic session to calm the 
simulated agitated patients. The simulations were designed 
so that de-escalation techniques would only be partially 
successful, and the team would then need to apply physical 
restraints and medical therapy to complete the scenarios. A 
code phrase, “mickey mouse,” was designated as a “time 
out” should participants or SPs feel that they were in physical 
danger or out of their comfort zone during the scenarios, 
while the educator team closely monitored each simulation 
encounter from the control room. At the completion of 
each immersive simulation, the interprofessional group of 
participants immediately proceeded to a structured debriefing 
session led by health professions educators specifically trained 
in educational theory and debriefing concepts. We ensured that 

the main discussion points focused on participant attitudes 
towards factors contributing to patient aggression as well 
as interprofessional collaboration and communication skills 
demonstrated during the encounters. 

Case 1: Intoxicated Patient with Head Trauma
The first scenario involved a patient who was brought to 

the ED by paramedics for evaluation of altered mental status 
and minor head trauma. The patient appeared to be intoxicated 
with alcohol and became angry and threatening during the triage 
process. The participants were required to use the de-escalation 
techniques demonstrated during the didactic session, recognize 

Team leader (attending or senior resident physician)
o Assigns roles clearly at EMS notification of patient or on 

patient arrival
o Removes non-essential personnel, controls traffic
o Stays at foot of bed and does not become involved with 

procedures/assessment unless confirmation of abnormal 
finding needed

o Communicates with nursing regarding restraint 
placement and medications, enforces closed loop 
communication for all orders 

o Monitors overall safety of patient and clinical providers 
during encounter

“Patient point person” (any clinical provider)
o Primary person that has the best rapport with the patient
o Communicates directly with patient during the initial 

encounter and restraint/medication process (if clinically 
necessary)

o Does not apply any restraints
o May change to another provider as alliance with patient 

changes
o Monitors patient’s airway and breathing status

Clinical staff member – restraint placement (one per limb of 
patient)

o Undresses and covers patient
o Coordinates with police officers to safely place restraints 

on patient
o Calls out “[limb] secure!” for the limb responsible
o Monitors the safety of the patient

Clinical staff member - medical (if available)
o Retrieves and draws up medications as clinically 

necessary
o Places patient on monitor
o Records vital signs and condition of patient
o Places IV and obtains blood work once it is safe and 

feasible to do so (with orders from team leader)
o Performs physical exam

Hospital police officer (at least one per limb of patient)
o Stabilizes patient’s extremities while restraints are being 

applied
o Records encounter into police records as appropriate
o Assists in crowd control and patient privacy

Figure 1. Agitated patient care team: roles and responsibilities. 
This is set with the model of 2-3 nurses, 2-3 physicians, and 2-3 
police officers, and 1-2 ancillary staff members.
EMS, emergency medical services; IV, intravenous
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that the patient had head trauma as evidenced by a scalp 
laceration, order a head computed tomography and diagnose 
a subdural hematoma that was due to an acute fall from a 
standing position. Discussions focused on workflow and restraint 
placement as a large consumption of manpower and resources, 
especially on weekend overnight shifts when many intoxicated 
patients presented simultaneously in the ED.

Case 2: Psychiatrically ill patient with sympathomimetic 
toxidrome 

The second scenario featured a physically and verbally 
aggressive patient with underlying psychiatric illness who 
initially responded to de-escalation by staff. However, he 
quickly became more aggressive and dangerous despite 
participants’ attempts. He was later found to have ingested 
phencyclidine, requiring medical therapy and safe restraint 
placement. Facilitators often needed to intervene during this 
second simulation to halt the scenario and correct participant 
errors, using a strategy similar to “rapid cycle deliberate 
practice” training.24 We noticed potential real physical danger 
to the participants or the SP due to the physical nature of the 
case. Staff often raised concerns regarding the durability of 
the restraints and specific mechanical details of the restraint 
placement process to prevent injuries, which were clarified by 
our educators and CMT experts.

Implementation Strategies
Engaging and securing administrative support was key to 

the successful implementation of our intervention. To minimize 
disruption of clinical care, sessions were incorporated within 
already established training time periods for nurses and resident 
physicians. For nursing, we incorporated this course into their 
annual competency training. Simulation didactics for the 
residents were scheduled on a weekly basis in the simulation 
center and 10 of those sessions were used for this course.

IMPACT
Survey Results & Staff Response

In total, we conducted 10 three-hour sessions from 
July to September 2014. One hundred sixty-two ED staff 
members completed the course with >95% staff participation, 
generating a total of 106 paired pre-post surveys. See the 
Table for a detailed list of survey respondent demographics. 
Constructs for internal factors, external factors and situational/
interactional perspectives on patient aggression significantly 
improved post-intervention (p<0.0001, p<0.002, p<0.0001 
respectively, Figure 2). Staff attitudes toward management 
of patient aggression did not significantly change (p=0.542). 
Secondarily, staff participants gradually generated a list of 
quality improvement initiatives as the weeks went by, many of 
which were successfully implemented including the creation 
of an ED-based interprofessional crisis management alert and 
response protocol. 

The results of the MAVAS survey reflected our staff 

participants’ immediate changes in attitudes toward patient 
aggression factors as a result of our course except in the 
construct of clinical management of aggression. As our 
curriculum objectives focused heavily on prevention and 
recognizing factors contributing to aggression rather than 
the specific medical management of aggression, the survey 
accurately reflected our intended interventions. In fact, we 
wished to deliberately not discuss details of clinical decision-
making while caring for our targeted population for the 
purposes of this course. Our agitated ED patients present 
with a breadth of medical and psychiatric etiologies, and 
management depends heavily upon the unique circumstances 
and ultimate diagnoses of a particular patient encounter.

Staff participants overwhelmingly endorsed and 
welcomed the SPs in the hands-on components of the 
course and frequently commented on how having SPs in the 
simulations significantly increased fidelity and helped recreate 
a realistic scenario for them. Many in fact forgot that they were 
participating in a simulation altogether and experienced the 
same fear, anxiety and frustrations that they felt while caring for 
an agitated patient in a prior clinical shift. Although none of the 
SPs or learners used the “time out” even once or suffered any 
injuries during the course, we paid close attention to the play 
of the scenarios in the control room to observe for latent safety 
lapses. As mentioned above, educators entered the simulation 
room on multiple occasions to pause the scenario and intervene 
in the second case with the acutely aggressive patient. 

Pitfalls and Limitations
This course was time and resource intensive for the 

instructors. Even with an average of 15-20 learners per session, 
we required 10 sessions to completely train our department. 
Each session required at least nine to ten instructors and 
assistants to run the simulations and lead the interprofessional 
debriefing sessions. We found that having a core team of 

Characteristic N
Staff clinical role

Ancillary staff
Nurse
Physician
Hospital police

6
43
36
21

Gender
Male
Female

44
62

Age group
21 to 25
26 to 30
31 to 35
36 to 40
41 to 45
46 to 50
51 to 55
56 or older

2
36
14
13
12
9
11
9

Table. Survey respondent demographics.
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nursing, physician and police educators, at least one of whom 
was trained in immersive simulation and debriefing structure 
and techniques, was critical to ensuring continuity and 
consistency between sessions. Our program benefited from the 
availability of a robust simulation center at our institution. We 
believe that other educators and administrators interested in 
implementing this curriculum can still successfully conduct the 
simulations and debriefing sessions in small meeting rooms or 
other office spaces within a hospital or learning environment. 
With regards to program evaluation, the cohort of educators and 
researchers for our pilot study were also in leadership positions 
within the department, which may have confounded our 
participants’ responses to the MAVAS survey. 

Future Directions
Additional work includes longitudinal data collection of 

staff attitudes over longer time periods, comparison of different 
methods of training and curriculum design, as well as a higher 
level of evaluation in the definitions of translational educational 
research to include patient outcomes or direct indices of 
care safety and quality.18,25 Finally, validation studies of our 

interprofessional curriculum across different clinical sites may 
expand the applicability of the training methodology used in our 
study to a wider spectrum of institutions and departments. 

In order to promote sustainability, stricter implementation 
of the defined roles and quality improvement initiatives need to 
occur on a consistent basis with buy-in from administration and 
staff members across all professions. A qualitative analysis of 
ongoing barriers and staff concerns to sustaining these efforts 
and caring for our agitated patient population may bring more 
key issues to light. Finally, the curriculum can be re-enforced 
with repeat sessions at scheduled intervals with shorter didactics 
or targeted to new staff hires and incoming physician trainees.

CONCLUSION
An interprofessional simulation-based team-training 

curriculum successfully improved staff attitudes toward 
the factors impacting the care of patients with behavioral 
emergencies in the ED. We hope the next steps in 
interprofessional education research will lead us toward 
sustainable and outcomes-based measures to improve patient 
and staff safety utilizing team effectiveness in caring for the 

Figure 2. Management of Aggression and Violence Attitude Scale (MAVAS) survey results showing emergency department personnel’s 
changes in attitude to patient aggression after participation in course on managing agitated patients.
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potentially aggressive patient.
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INTRODUCTION
Assessment of medical students in their emergency 

medicine (EM) clerkship is often based on clinical shift 
evaluations and written examinations. Clinical evaluations 
offer some insight into students’ ability to apply knowledge to 
clinical problems, but are notoriously unreliable, with score 
variance that may be driven as much by error as by actual 
student performance.1-6 Clinical evaluations are also limited 
by the unpredictability of pathology in emergency department 
(ED) patients, and by patient safety considerations that prevent 
students from independently managing patients, especially 
those with high-acuity conditions. Additionally, there is 
evidence that the basic skills of history and physical exam are 
rarely observed by faculty members, and the feedback they 
receive on these domains is limited.7-9 These factors hinder 
EM educators in their effort to objectively assess students’ 
progress relative to clerkship objectives, particularly those that 
pertain to emergent care. 

The objective structured clinical exam (OSCE) is one 
potential solution to these problems. Described in 1975 by 
Harden et al, an OSCE is designed to assess the clinical 
competence of medical trainees through direct observation 
of skill performance in a variety of stations.10 OSCEs have 
been widely adopted in medical education and in other health 
professions.11-13 These exams are viewed as a valuable form of 
clinical assessment due to their demonstrated reliability and 
inherent flexibility for assessing a wide variety of knowledge 
application and skills.11 

In EM, OSCEs have been used mainly in postgraduate 
medical education to assess resident communication skills and 
clinical performance.14,15 One OSCE for interns was shown 
to accurately predict future clinical performance scores.12 A 
recently published evaluation of an EM OSCE for medical 

Johns Hopkins University School of Medicine, Department of Emergency Medicine, 
Baltimore, Maryland

students demonstrated validity evidence supporting this 
method of assessment.16 These studies suggest that OSCEs 
can be used effectively in EM education, and yield valid 
assessment data.

OBJECTIVE
Our primary goal was to develop an OSCE that would 

assess whether students have not only acquired essential 
knowledge during their EM clerkship, but are also able to 
synthesize this knowledge into a management plan and 
perform key critical actions in emergency situations. EM is a 
required core clerkship for all students at our institution, and 
occupies an essential place our medical student curriculum. 
While many students will not pursue careers in EM, all will 
confront emergencies throughout their careers, and emergency 
management skills are vital for all physicians. Rigorous 
assessment will allow students to appropriately focus their 
future learning to improve their skills in this arena, it will 
facilitate curricular improvements by giving educators insight 
into common errors and misconceptions, and it will permit 
documentation of student competency.

CURRICULAR DESIGN
We designed our OSCE for use in the required core 

clerkship in EM, which is taken by students ranging from the 
final quarter of the MS-2 year to the third quarter of the MS-4 
year. The exam is fundamentally criterion-referenced, in that 
all material covered in the exam is explicitly taught during 
the clerkship, and it is our expectation that all students will 
“pass.” However, as is the case with many assessments in 
medical education, there is an element of norm-referencing 
as well. While it was our hope that every student will 
demonstrate at least minimal competency, we expected to 
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see a wide range of exam performance based on variation in 
student knowledge and abilities, and we sought to capture that 
range when developing the exam.

We developed the OSCE based on the EM Milestones, 
with the goal of assessing the majority of the clinically-
oriented competencies described in that framework. The 
milestones that are assessed with exam include emergency 
stabilization, performance of history and physical exam, 
diagnostic skills, diagnosis, pharmacotherapy, airway 
management, observation and reassessment, goal directed 
focused ultrasound, professional values and patient 
centered care (Table 1). The exam consists of three stations: 
two manikin-based simulations and one standardized 
patient encounter. These scenarios were developed and 
vetted by a core group of undergraduate medical educators 
in the department of EM at our institution. Specific 
cases and complaints were chosen in order to highlight 
challenges and topics that are unique to the field of EM 
and represented in the Milestones. All cases were designed 
to assess the student’s ability to both assess and manage 
critical illness independently.

The cases depict the following diagnoses: massive 
pulmonary embolus, intra-abdominal bleeding after 
blunt trauma, and poly-substance overdose with airway 
compromise. Each case has two phases: a stable “assessment” 
phase, and an unstable “treatment” phase. During the student’s 
evaluation, all patients become unstable, necessitating rapid 
resuscitation. Cases are described below, and key checklist 
items are summarized and mapped to Milestones in Table 1:

Case 1: Massive pulmonary embolus. In this manikin 
scenario, a patient presents three days following total knee 
replacement with acute chest pain and dyspnea. The patient 
develops pulseless electrical activity that later degenerates 
to ventricular fibrillation. Students are expected to perform 
needed assessment, order appropriate diagnostics for 
pulmonary embolus, and provide advanced cardiovascular life 
support interventions for cardiac arrest.

Case 2: Blunt abdominal trauma. In this standardized 
patient encounter, a young female patient is assaulted and 
presents with head, neck, and abdominal pain. She complains 
of worsening global weakness and dizziness throughout the 
encounter as she develops hemorrhagic shock from intra-
abdominal bleeding. Students are expected to perform an 
appropriate primary and secondary survey, initiate needed 
volume resuscitation, request focused abdominal sonography, 
and consult surgery.

Case 3: Poly-substance overdose. In this manikin 
scenario, the patient presents unconscious and is not able 
to give a history. Examination reveals empty pill and liquor 
bottles in his pockets. The patient becomes progressively less 
responsive during the encounter and develops hypoxemia due 
to airway obstruction and respiratory depression. Students 
are expected to perform needed assessment, order appropriate 

diagnostics for altered mental status, and provide airway and 
respiratory management as hypoxia worsens.

Prior to the OSCE, the students receive a standardized 
orientation to exam procedures and logistics. During the 
course of the EM clerkship, students have approximately 
20 hours of instructional time, all of which is simulation-
based. They are therefore very familiar with simulation and 
comfortable in the simulation environment prior to the exam.

Following a brief introduction to the patient’s presenting 
complaint, the student enters and begins the case. Each 
station includes an in-room confederate playing the role of 
the patient’s nurse. The confederate roles are extensively 
scripted to ensure standardization. Confederates are permitted 
to assist students with locating equipment, obtaining clinical 
data, administering medications, and performing limited 
clinical interventions (e.g., chest compressions). Students 
must otherwise be self-sufficient, as confederates are not 
permitted to offer suggestions about diagnosis or treatment, 
and are not permitted to perform clinical interventions outside 
of their limited scope. Confederates do provide standardized 
prompts to ensure that the case proceeds in an expeditious 
fashion, though actions that are prompted by confederates are 
not given credit on the scoring checklist. The confederates are 
usually EM educators, though may occasionally be portrayed 
by simulation center staff members. 

All stations are 10 minutes in length with an additional 
two minutes provided for student feedback. A simulation 
center staff member controls the timing of the examination. 
Students receive brief feedback on their performance from the 
observing faculty member and standardized patient following 
each case. To ensure psychological safety of the learners, case 
conclusions are standardized, with all patients stabilized by 
the end of the scenario. Confederate prompting is designed 
to ensure that students complete all “life and death” actions, 
enabling successful resuscitation of the patient before the 
scenario ends. 

Following each station, students are graded using a 
structured checklist completed in real time by an observing 
EM faculty member. The standardized patient also completes 
a checklist to evaluate the students on history-taking and 
interpersonal skills. Each checklist ranges in length from 
29-37 items. The OSCE score is determined by calculating 
percent of checklist items completed correctly for each station. 
Station percentages are then averaged to determine the final 
score, in order to ensure that all stations are weighted equally. 
For exam security reasons, we are not able to append the final 
checklists, though we would be happy to privately share our 
test materials with other educators.

IMPACT/EFFECTIVENESS
During the first eight months of its administration, the 

OSCE was used as a pilot test and the students’ performance 
did not count towards their final grade in the clerkship. 
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Following the pilot period, we analyzed the OSCE data and 
revised the exam and curriculum accordingly. Currently, 
performance on the OSCE represents 20% of the student’s 
final clerkship grade. Other grade components include daily 
clinical evaluations (55%), a direct observation session (5%), 
and an internally developed written exam (20%). While we 
have labored to make our OSCE as psychometrically sound as 
possible, we recognize the inherent reliability limitations of an 
exam with a small number of stations. We therefore elected to 
make it a relatively small part of the students’ final grades.

The OSCE pilot period included a convenience sample 
of 80 students, all of whose performance data was analyzed. 
The average score on the exam was 70.5%, with a standard 
deviation of 7.2%. Scores ranged from 39.3 to 84.1%, and 
grade distribution data are detailed in the Figure. Of note, the 
OSCE offers the widest grade distribution of any assessment 
method used in our clerkship, allowing us to effectively 
discern students who excel from those who struggle.

Item analysis was completed for all 96 checklist items, 
including difficulty and discrimination values. Average item 
difficulty was 70.0%, which is in the “medium” range and 
is considered appropriate. Average point biserial correlation 
(rpb) was 0.24, which is in the “fair” range, and is considered 
acceptable though not ideal.

Item difficulty results are presented in Table 2. While 
there are no universal definitions of item difficulty in 
educational research, the cutoffs we selected are common. 
High-difficulty items may suggest a problem with the case, 
in that it does not provide sufficient clinical clues to prompt 
students to complete desired actions, or with the items 
themselves, in that they are not clinically relevant to the 
case as presented. These items may also reflect a problem 
with the curriculum, in that the desired action is not being 
adequately taught. High-difficulty items should not form 
the foundation on an exam, but some of these items are 
necessary and desirable for differentiating between low- 

Milestone Description Case(s) Checklist items
1 Emergency stabilization All - Recognition of abnormal vital signs

- Primary assessment on critically injured patient
2 Performance of focused 

history and physical exam
All - Obtains focused history

- Obtains focused physical examination

3 Diagnostic studies All - Requests CXR and ECG
- Considers Chest CT
- Requests appropriate laboratory testing (including 
acetaminophen level, alcohol level, d-dimer)

4 Diagnosis All - Considers pulmonary embolus in diagnosis
- Considers intra-abdominal bleeding in diagnosis
- Considers acetaminophen, opioid, alcohol overdose

5 Pharmacotherapy All - Requests and administers rapid sequence intubation 
medications
- Administers epinephrine in cardiac arrest 
- Requests N-acetyl cysteine for treatment of acetaminophen 
overdose

6 Observation and 
reassessment 

All - Reassesses vital signs after return of spontaneous 
circulation following cardiac arrest
- Reassesses vital signs after administration of intravenous 
fluids

10 Airway management 3 - Effectively bag valve masks patient and troubleshoots BVM 
technique
- Performs rapid sequence intubation in patient with airway 
compromise

12 Goal-directed focused 
ultrasound

2 - Orders FAST exam in patient with abnormal vital signs 
following trauma

20 Professional values 2 - Standardized patient assesses student’s interpersonal skills
- Demonstrates behavior that conveys caring, honesty and 
genuine interest and tolerance

22 Patient centered care 2 - Standardized patient assesses student’s interpersonal skills
- Establishes rapport and demonstrates empathy towards 
patient
- Effectively listens to patient

CXR, chest x-ray; ECG, electrocardiogram; CT, computed tomography; FAST, focused assessment with sonography for 
trauma

Table 1. Mapping checklist items to emergency medicine milestones.
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and high-performing students, as it would be expected that 
only top students would get these items correct. Likewise, 
low-difficulty items should also not be overrepresented on 
an exam, but some of these items are appropriate for the 
documentation of critical, foundational competencies that 
every student is expected to know.

Item discrimination results are presented in Table 3. Poor 
discrimination means that overall low-performing learners get 
an item correct, while high performers get the item incorrect. 
Easy items will always discriminate poorly, as they are 
completed correctly by low-performers and high-performers 
alike. As noted above, this is not always problematic, 
particularly for items that reflect universal basic competencies, 
like initiating chest compressions for cardiac arrest. However, 
poor discrimination may also suggest a problem with clinical 
aspects of the case or item.

When completing an item analysis, difficulty and 
discrimination must be considered simultaneously, and item 
revision decisions are never made based solely on one or the 
other. For example, a high-difficulty item might be retained 
if it discriminates effectively between students. It is also 
essential to consider each item in the context of its purpose in 
the exam. For example, poor discrimination is acceptable for 
a foundational item that is expected to be “easy.” However, 
it is problematic for an item that is intended to be difficult, as 
this means that strong and weak students are equally likely 
to miss the item, suggesting that it is either not taught in the 
curriculum or not adequately cued by the case.

Based on our item analysis, we removed 11 items. 
Of these, half were high-difficulty items that were poor 
discriminators, in most cases because they were too 
challenging for even strong students to complete in the very 
limited time available. The other half were low-difficulty 
items with poor discrimination that were not felt to be 

sufficiently foundational to remain on the list. We revised the 
case and/or item to address concerns about 13 items. Most 
revisions were made for high-difficulty items in which case 
was adjusted to make the need for the action in question 
more obvious. There were also six items that led to curricular 
adjustments in order to emphasize key points and teach key 
concepts more effectively.

LIMITATIONS
There are, of course, important limitations to address. 

First and foremost, this project was conducted at a single 
site, and the results may not generalize to other institutions. 
Second, we present only preliminary pilot data, though we 
are currently in process of implementing our revised exam 
with another group of students and will be able to determine 
whether our revisions improve the psychometric performance 
of the exam. Last and most important was our inability to fully 
validate the exam. Doing this would require development 
of a true “gold standard” against which to compare student 
performance on this assessment. No such standard currently 
exists, particularly for clinical performance. Given the very 
significant limitations of “real” clinical assessment, attainment 
of this standard may prove elusive. 

That said, we believe that implementation of our OSCE 
has provided us with valuable information regarding the 
performance of our students at the completion of their basic 
clerkship. It gave us a unique window on their ability to 
independently evaluate and manage acutely ill and injured 
patients, as it required them to apply knowledge and skills 
gained throughout the course of the rotation to “real” clinical 
problems. We learned what things the students reliably do 
well, and where they struggle. We also identified common 
errors and misconceptions, enabling us to strengthen our 
teaching in these areas. This examination can easily be 
adapted at other institutions provided they have access to 
simulation technology. Our cases test core EM content 
reflected in clinically-oriented Milestones, and allow 
assessment of the student’s ability to manage these issues 

Difficulty level Number of checklist items
Low (>80% correct) 36 (37%)
Medium (50-80% correct) 41 (43%)
High (<50% correct) 19 (20%)

Table 2. Item difficulty of OSCE components.

Discrimination level Number of checklist items

Good (rpb>0.3) 10 (11%)

Fair (rpb=0.1-0.3) 47 (51%)

Poor (rpb<0.1) 35 (38%)

Table 3. Item discrimination of OSCE components.

Figure. Objective structured clinical exam (OSCE) grade distribu-
tion. Each bar represents the percent of students achieving a final 
score within the grade range listed on the X-axis.
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independently in a way that would be impossible in the 
clinical area. 

CONCLUSION
Overall, we found that the OSCE effectively discriminates 

between high- and low-performing students in a way that 
other assessment tools do not. The score range on the 
OSCE is wider than that of our written exam, and our 
clinical evaluations (like those of many institutions) suffer 
from a severe restriction of range that limits their utility in 
differentiating between students – a problem we do not see 
with the OSCE. The OSCE also offers insight into aspects of 
student performance that are not captured through other means 
of evaluation. Overall, we believe that OSCEs offer a useful 
tool for assessment of EM knowledge and skills, and they 
can provide a foundation for documentation of the essential 
competencies reflected in the Milestones and the newer 
Entrustable Professional Activities.17
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Introduction: Emergency medicine (EM) milestones are used to assess residents’ progress. While 
some milestone validity evidence exists, there is a lack of standardized tools available to reliably 
assess residents. Inherent to this is a concern that we may not be truly measuring what we intend 
to assess. The purpose of this study was to design a direct observation milestone assessment 
instrument supported by validity and reliability evidence. In addition, such a tool would further lend 
validity evidence to the EM milestones by demonstrating their accurate measurement. 

Methods: This was a multi-center, prospective, observational validity study conducted at eight 
institutions. The Critical Care Direct Observation Tool (CDOT) was created to assess EM residents 
during resuscitations. This tool was designed using a modified Delphi method focused on content, 
response process, and internal structure validity. Paying special attention to content validity, the 
CDOT was developed by an expert panel, maintaining the use of the EM milestone wording. We 
built response process and internal consistency by piloting and revising the instrument. Raters 
were faculty who routinely assess residents on the milestones. A brief training video on utilization 
of the instrument was completed by all. Raters used the CDOT to assess simulated videos of three 
residents at different stages of training in a critical care scenario. We measured reliability using 
Fleiss’ kappa and interclass correlations. 

Results: Two versions of the CDOT were used: one used the milestone levels as global rating 
scales with anchors, and the second reflected a current trend of a checklist response system. 
Although the raters who used the CDOT routinely rate residents in their practice, they did not score 
the residents’ performances in the videos comparably, which led to poor reliability. The Fleiss’ kappa 
of each of the items measured on both versions of the CDOT was near zero. 

Conclusion: The validity and reliability of the current EM milestone assessment tools have yet to 
be determined. This study is a rigorous attempt to collect validity evidence in the development of 
a direct observation assessment instrument. However, despite strict attention to validity evidence, 
inter-rater reliability was low. The potential sources of reducible variance include rater- and 
instrument-based error. Based on this study, there may be concerns for the reliability of other EM 
milestone assessment tools that are currently in use. [West J Emerg Med. 2015;16(6):871–876.]
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INTRODUCTION
As the next phase of competency-based assessment, 

the Accreditation Council for Graduate Medical Education 
(ACGME) developed milestones through expert consensus 
and comprehensive literature reviews.1,2 The milestones 
are specialty-specific outcome-based expectations used to 
evaluate physicians’ progress during residency and readiness 
to complete training, as well as to evaluate residency 
programs.3 The ACGME requires semiannual evaluations on 
23 emergency medicine (EM) sub-competencies and over 
120 milestones. This competency-based assessment makes 
fundamental skills explicit for learners and allows attendings 
to evaluate learners based on specific criteria. 

The EM milestones were developed with attention to 
content validity by using an expert panel, building upon the 
“EM Model,” and the work of the American Board of EM.4 
The workgroup that developed the milestones acknowledged 
that “the next challenge to each residency and the specialty 
as a whole is the development of objective measures of 
milestone subcompetency assessment” and the “issues of 
assessment tool validity and of inter-rater reliability will need 
to be studied and addressed as various assessment tools are 
developed, piloted, and put into widespread use.”4 

We must ensure that we are able to accurately measure 
what we intend to assess; however, as of yet, there are no 
reliable assessment tools with clear validity evidence. A 
research group convened to develop such a tool. Workplace-
based direct observation is key to assessing performance, and in 
the ED an attending physician is routinely present to supervise 
the initial resuscitation of a critically ill patient. The purpose 
of this study was to design and validate a tool, the Critical 
Care Direct Observation Tool (CDOT), which allows for direct 
observation of EM residents on multiple ACGME milestones 
during the first several minutes of a critical resuscitation. 

METHODS 
Study Design and Setting

A multi-center, prospective, observational study 
was conducted at eight academic institutions distributed 
throughout the country. The study was approved by the 
review boards at each participating site and was deemed to 
be exempt as an educational tool without identification of 
human subjects. This study was part of the Medical Education 
Research Certification (MERC) program and the Council 
of Residency Directors (CORD). The research team was 
composed of five faculty members, two fellows, and one 
resident from U.S. academic centers. 

Instrument Development
The CDOT’s design was based on the ACGME EM 

Milestones.2 The researchers met via in-person meetings and 
through monthly conference calls to create the tool using 
a modified Delphi process.5 Consensus was reached that 

an ideal tool would 1) evaluate multiple milestones in an 
efficient manner using direct observation, 2) be easy to use 
and be generalizable, and 3) include reliability and validity 
evidence. When discussing what clinical scenarios would 
be optimal for direct observation, the panel determined that 
resuscitations of unstable patients often requires the resident 
to demonstrate breadth of knowledge, advanced patient care, 
team management, and communication skills. Further, faculty 
are routinely present during resuscitation; hence, assessment 
would not require additional observation time. 

The CDOT was developed and revised in spring of 
2013 following the principles of content validity, response 
process, and internal structure (Table).6 Evidence of content 
validity is found in the table, with the use of language from 
the milestones in order to avoid ambiguity and to improve 
individual test item quality. We added clarification to several 
items to align with direct observation assessments. 

Validity evidence supporting internal structure and 
response process are noted in the table. Further, the scoring 
algorithm was derived directly from the ACGME milestones. 
We modified the scoring categories to decrease ambiguity 
and consequentially minimize variability in the final score.9 
Feasibility and response process were determined by field 
testing and revision of the instrument.

Study Protocol
Part one of the study focused on building validity evidence 

for the CDOT (Table). After the initial CDOT was designed, 
ensuring content validity for the purpose of response process 
validity, each of the physician investigators piloted the tool on 
29 resident field observations. Feedback was solicited on the 
performance of the CDOT, and the tool was subsequently revised. 
Two versions of the CDOT were developed: a Checklist approach 
(Appendix 1) and a Milestone Rating Scale (Appendix 2), 
assessing nine of the 23 sub-competencies. 

Part two of the study involved evaluating the two versions 
of the CDOT for inter-rater reliability (internal structure). Faculty 
reviewed a standardized video of three residents with different 
levels of training caring for a patient with an aortic dissection 
and scored them with both CDOTs. The training provided to 
the faculty assessors consisted of a 10-minute training video 
introducing the elements of the tool prior to the three resident-
patient encounters but did not give specific instruction on how 
to implement the CDOT. The Checklist format was used with 
the video review a total of 25 times, and the sub-competency 
Milestone level CDOT was used a total of 16 times.

Data Analysis
We coded Checklist responses as categorical variables: 

“Not Applicable,” “Not Performed,” “Performed Partially,” 
and “Performed Adequately.” For each checklist item, inter-
rater reliability was estimated using Fleiss’ kappa.7 We 
compared values of kappa to Landis and Koch’s levels of 
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inter-rater agreement.8 
For the Milestone Rating Scale, respondents scored 

residents using the standard milestone levels. The “NA” 
and zero ratings were treated as missing data. We estimated 
inter-rater reliability using the intra-class correlation type 1 
(ICC1), which estimates the percentage of the rating variance 
attributable to differences in trainee performance level. 
Higher ICC1 scores indicate more inter-rater agreement with 
ICC1=0.80 indicating adequate agreement. We performed 
all analyses in R version 2.11.1 (R Development Core Team, 
2010) using the “irr” package version 0.83 for the computation 
of Fleiss’ kappa and the “multilevel” package version 2.3 for 
the computation of ICC1.

RESULTS
When the videos were scored, all possible responses 

from the checklist categories were used. The tool utilization 
demonstrated adequate response process; however, both the 
Checklist format and Milestone Rating Scale format were 
found to have very poor inter-rater reliability. In other words, 
the faculty could not reliably determine the score of each 
resident despite all viewing the same performance. Fleiss’ 
kappa of each of the 19 items measured on the Checklist 
format of the CDOT was near zero for most items and 
categorized as “slight agreement” for only one item (Figure 
1). There was pronounced variability in the raters’ use of the 
“not applicable” category on the Checklist CDOT format; 

thus, we also calculated Fleiss’ kappa excluding this category. 
However, they were found to be just as low—ranging from 
-0.04 to 0.25. 

The Milestone Rating Scale CDOT had a total of nine 
items. Mean ratings for each item were low, ranging from 2.26 
to 2.83 with an acceptable amount of variability (SD ranging 
from 0.66 to 1.16), and raters used the full range of the scale 
for most items. 

Rater agreement reliability was near zero (Figure 2). The 
Intra-class correlations (ICC1) statistics were near zero for all 
items except one (PC4), which had an estimated reliability of 
0.13 (see Figure 2). None of these ICC1 statistics approached 
the acceptable level of inter-rater agreement of ICC1=0.80. 
This is due largely to the wide range in ratings for each trainee 
on each item. Each trainee was rated both low (1 or 2) and 
high (3, 4 or 5) by at least one rater on every item, and trainee 
mean ratings did not differ by more than one rating point for 
any item. This pattern was not due to raters’ “hawk/dove” 
differences. After adjusting ratings so each rater’s mean rating 
was zero, ICC1s remained low (from -0.04 to 0.019).

DISCUSSION 
In order to adequately implement milestones, educators 

need objective, reliable assessment tools with data to support 
the tool’s validity. Although the CDOT was designed with 
attention to sources of validity evidence, this study found 
disconcerting results. While each milestone was used 

Definition Validity evidence for instrument
Content The extent to which test content and 

the construct of interest are matched. 
Evidence of content validity may 
include test blueprint to match content 
to construct, the use of experts in the 
field, literature and guidelines (e.g., 
milestones) to determine content match 
with construct. 

1) Using language from the milestones, 2) Involving an 
expert panel of EM residency leaders from six academic 
institutions, 3) Using a modified Delphi approach, and 4) 
Utilizing an assessment blueprint based on a review of each 
of the EM ACGME sub-competencies and determining the 
appropriateness of each for incorporation into the direct 
assessment tool

Response process The cognitive and physical processes 
required by the assessment also represent 
the construct. Decisions for response 
process validity include: the choice for 
global score versus checklist; analysis 
of individual responses; debriefing of 
respondents; and quality assurance and 
control of assessment data.

1) Explicit scoring algorithms directly related to the underlying 
construct, 2) By the judgments of the experts regarding the 
scoring, 3) Adjustment of scoring responses, 4) Field testing 
and revision

Internal structure Assessment content and processes 
provide data about learner performance 
relevant to the construct. Internal 
process refers to how assessment 
transforms the data into a score that 
represents the construct. Evidence of 
internal structure includes: statistical 
characteristics of items and option 
functions; factor analysis. 

*Reliability of reproducibility of scores 
*Inter-item correlations

Table. Three major soures of test validity.6

EM, emergency medicine; ACGME, Accreditation Council for Graduate Medical Education
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essentially verbatim, when used to assess standardized 
video performance neither the Milestone Checklist nor the 
Milestone Rating Scale CDOT demonstrated reliability. The 
reliability analysis demonstrates that essentially raters could 
not agree on the appropriate scores of the three residents. This 
is particularly troubling because similar instruments have 
already been widely adopted by EM programs for resident 
assessment. Based on the data, the authors do not believe 
the inter-rater disagreement for both instruments was due 
to inadequate scale use, range restriction effects, rater bias 
(hawk/dove), or instrument format. 

The underlying issue is error; namely, variance that is not 
explained by the model. There are two domains of potentially 
reducible error to consider—rater error and instrument error. 
This study used the assumption that faculty routinely assess 
residents on the EM milestones and, for this reason, volunteer 
faculty raters using direct observation could accurately and 
consistently judge the performance of videotaped residents. 
But this clearly did not happen. When analyzing the potential 
sources of rater error, the following types of bias may be 
playing a role: rater inconsistency, severity and leniency, frame 
of reference, central tendency, and the halo effect. Workplace 
assessments in medicine require judgment on the part of the 
rater, which suggests that there may be no such thing as a purely 
objective interpretation of assessment results.18 

Rater inconsistency in this context occurs when a faculty 
member fails to apply the rating scale in the same manner as 
other faculty members. This diminishes the tool’s ability to 
differentiate between higher achieving and lower achieving 
residents.10 Second, leniency and severity biases undermine 
inter-rater reliability. Leniency bias occurs when a faculty 
member gives high scores even when a performance is 
not deserving of such as score (“doves”) and severity bias 
occurs when raters give low scores despite good performance 
(“hawks”).10-12 Third, faculty may tend to use their own clinical 
practice style as a frame of reference for clinical assessment 
rather than adhering to the agreed-upon standard.13 Further, 
faculty are experts and may take shortcuts in patient care due 

to expert intuitive judgment that can impact scoring. Fourth, 
faculty tend to avoid extreme positions on a rating scale, 
resulting in a central tendency on their assessments, essentially 
restricting the intended range of the rating scale.10 Lastly, when 
faculty personally know or identify with a particular learner, 
there may be a tendency to assess that learner more positively 
(the halo effect).10 

Intuitively, rater training should minimize these types of 
rater error. Training assessors how to use assessment tools 
has been shown to improve reliability in some studies,14 while 
having little effect in others.15 The clinical experience of 
faculty assessors as well as their knowledge of the intricacies 
of milestones may affect their trainability.16 Regardless, 
the common practice at most residencies is to have faculty 
without training assess residents on the milestones in the 
clinical setting.

The second domain of error, instrument error, refers to 
the difference between the actual skill and the value measured 
by the rating instrument. When it comes to rating scales, 
some advocate for making the tool appear less subjective by 
removing scales (1-5) and inserting yes/no type checklists. In 
this study, there was no difference between using a checklist 
compared to a scale. The literature does not definitively 
advocate for the use of one rating scale over another.12 Using 
the EM milestones themselves within the CDOT tool may 
be another source of instrument error. While the use of 
milestones phrasing improved content validity, the wording 
of many of the milestones is relatively broad and may not be 
useful when used to rate specific behaviors.17 One final source 
of instrument error may be that the number of items is too 
large, resulting in cognitive overload. Raters may not be able 
to keep in their working memory all of the items on the scale, 
resulting in an incorrect score. Unfortunately, there is no true 
measurement or standard to evaluate how accurately we are 
judging our residents.

Beeson et al. recently published a study demonstrating 
that the internal consistency of the subcompetencies using a 
Cronbach’s alpha coefficient was high, although the study did 

Figure 1. Fleiss kappa for checklist critical care direct observation 
tool items.

Figure 2. Intra-class correlations for sub-competency milestone 
level CDOT.
CDOT, Critical Care Direct Observation Tool
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not specifically look at workplace-based assessment and rater 
variability. This study used the milestone scoring for each 
resident that was submitted to ACGME. The accompanying 
editorial noted “there is a need for additional validity evidence 
from multiple sources, evaluation of potential limiting bias, and 
defining of the appropriate role of milestones in assessment.

Limitations
Our study had several limitations. The definition of 

critical care resuscitation likely varies widely among EM 
physicians; thus, the context of the case and the idiosyncrasy 
of faculty judgments are limitations. Faculty training was 
another limitation. While there was a brief video on rater 
training, specific attention to helping faculty understand the 
milestones may have improved the inter-rater reliability. 
However, modeling after current practice, faculty are routinely 
rating residents with minimal training. Additionally, the use 
of videos to collect validity evidence may not represent the 
actual functioning of the tool in a clinical setting. Finally, 
the clinical experience of our assessors was not documented. 
It is possible that the lack of inter-rater reliability could be 
attributed to a difference in the assessment inferences used by 
faculty based on the faculty members’ experience. 

Future Directions
What is to be done? First, we continue to advocate 

for direct observation of workplace-based assessment as a 
component of milestone evaluation. The use of milestones 
provides a framework for the very important conversation 
between faculty and trainee to describe performance 
and identify areas of excellence and those areas needing 
improvement. While the CDOT instrument is limited in 
reliability, it may be effective as a tool to use as a framework 
for discussion during direct observations of critical patients.

When there are reliability and validity issues, Van der 
Vleuten argues for the use of programmatic assessment using 
multiple modalities and lower stakes assessment to achieve 
a more complete picture of the learner.18 It is imperative 
to understand that the milestones are not assessment tools 
themselves but are constructs against which we reference 
resident performance. As final milestone assessment for EM 
residents is a high-stakes summative assessment, the goal of 
the Clinical Competency Committee should be to incorporate 
various assessment tools from multiple individuals regarding 
resident performance in order to make assessments that are as 
reliable and valid as possible.

CONCLUSION
Although EM residents are currently being assessed 

on milestones, the validity and reliability of tools for such 
assessment have yet to be determined. Implementing 
milestones-based evaluation is a formidable challenge as 
we must generate evidence to inform the development of 
assessment tools. This study was a rigorous attempt to collect 

validity evidence for an EM milestone direct observation 
instrument. Despite nearly verbatim use of the EM milestones 
during construction of this tool, while maintaining content 
validity, the resulting responses were not reliable and were 
fraught with variability. This may be secondary to rater- 
and instrument-based error. However, based on this study, 
there are significant concerns for the reliability of other EM 
milestone assessment tools in use that have not been examined 
in terms of their reliability and validity. 
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INTRODUCTION
Podcasts, episodic digital audio recordings downloaded 

through web syndication or streamed online, have 
been shown to be an effective instructional method in 
undergraduate health professions education, and are 
increasingly used for self-directed learning.1-6 Emergency 
medicine (EM) has embraced podcasting: over 80% of 
EM residents report listening to podcasts and a substantial 
number identify podcasts as the most valuable use 
of their educational time.4 Despite proven efficacy in 
undergraduate medical education and remarkable popularity 
with EM residents and attendings, there remain few EM 
podcasts targeted to medical students.5 Given that podcast 
effectiveness correlates with how well content matches the 
listener needs, a podcast specific to EM-bound medical 
students may optimally engage this target audience. 6

OBJECTIVES
Our educational goals involved both content and process: 

1) to produce a podcast delivering core EM content targeting 
specific needs of medical students interested in EM; and 
2) to provide EM-bound medical students an opportunity 
to develop the ability to use podcasts as a self-directed 
educational modality. We measured time, costs, and resources 
as feasibility data and tracked podcast uptake as an initial 
measure of learner acceptability.

CURRICULAR DESIGN
We developed this educational advance based upon 

established instruction design methods:

Problem Identification, General and Targeted Needs 
Assessment

Our student EM interest group (EMIG) identified 

Oregon Health & Science University, Department of Emergency Medicine, Portland, 
Oregon

a gap in podcasts meeting learning needs of EM-bound 
medical students through peer discussions. A general needs 
assessment included a literature search and review of 
existing podcasts for medical students and with EM content, 
and informed a targeted needs assessment comprised of 
discussions with students and physicians regarding students’ 
needs and interests.

Goals and Objectives
We designed the curriculum to prepare medical 

students to:
1. Demonstrate the ability to access podcasts and incorporate 

them into strategies for self-directed learning.
2. Develop familiarity with important themes and 

terminology in clinical EM practice.
3. Analyze and summarize discussions of core EM content 

in order to apply it to clinical practice.
4. Specific learner objectives were also developed for 

individual podcast. 

Educational Strategies
We chose the podcast modality for its effectiveness, 

popularity and accessibility.4 Under EM faculty guidance, 
a group of four medical students identified EM topics of 
importance to their peers. Content categories included: 
clinical conditions encountered in EM; logistics of applying 
to residencies, training, and working in a career in EM; and 
ethics encountered in EM. After defining a content outline, 
targeted learner objectives were developed. Medical students 
then identified content experts consisting of EM residents, 
nurses, and faculty and invited them to participate in student-
led interviews. For each podcast an interview protocol was 
created with an anticipated discussion flow structured to elicit 
content matching learner objectives. 
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Implementation, Resources and Logistics
Portable audio recording equipment and an online blog 

and podcasting platform were purchased with funds obtained 
from an educational grant. Startup equipment and costs 
totaled $400. We branded our podcast “EMIGcast,” reflecting 
the involvement of EMIG. Five episodes were developed, 
recorded, edited for clarity and brevity (average final length 
33 minutes), and web-syndicated through the EMIGcast 
website and iTunes over a five-month period.7 Software with 
the podcasting platform was used to capture feasibility data 
including downloads of the audio content.

IMPACT/ EFFECTIVENESS
We present the development and implementation of a 

podcast specifically designed to achieve content and process 
goals targeting EM-bound medical students. We found the 
podcast feasible to implement and acceptable to our learners. 
Data collected from the first 20 weeks of the “EMIGcast” 
podcast demonstrates an average of 148.5 downloads per 
month (698 total downloads) with a consistent increase in 
monthly downloads (Figure). While the absolute number of 
downloads is modest, the upward trend suggests growing 
acceptability and the number of downloads represents a 
scalability exceeding what we have previously achieved with 
EMIG lectures and panel discussions. We have also seen that 
episodes continue to be downloaded months after release, 
implying that the asynchronous and longitudinal availability 
of the podcast may be valuable to students over time. The 
student-initiated format may help with learner buy-in and 
the affiliation with EMIG provides name recognition and an 

Figure. Total downloads by month of “EMIGcast” syndication

inherent benefit for sustainability. We plan to identify new 
student leaders in incoming EMIG members each year and 
use consistent longitudinal faculty leadership to maintain 
institutional history and adherence to the overarching goals 
of the intervention. Future planned evaluations of the podcast 
include survey of listeners to better measure success in 
achieving learning objectives and to better characterize the 
educational impact of this educational intervention.
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This study aimed to assess current education and practices of emergency medicine (EM) residents 
as perceived by EM program directors to determine if there are deficits in resident discharge handoff 
training. This survey study was guided by the Kern model for medical curriculum development. 
A six-member Council of EM Residency Directors (CORD) Transitions of Care task force of EM 
physicians performed these steps and constructed a survey. The survey was distributed to program 
residency directors via the CORD listserve and/or direct contact. There were 119 responses to the 
survey, which were collected using an online survey tool. Over 71% of the 167 American College of 
Graduate Medical Education (ACGME) accredited EM residency programs were represented. Of 
those responding, 42.9% of programs reported formal training regarding discharges during initial 
orientation and 5.9% reported structured curriculum outside of orientation. A majority (73.9%) of 
programs reported that EM residents were not routinely evaluated on their discharge proficiency. 
Despite the ACGME requirements requiring formal handoff curriculum and evaluation, many 
programs do not provide formal curriculum on the discharge transition of care or evaluate EM 
residents on their discharge proficiency. [West J Emerg Med. 2015;16(6):879–884.]

Millions of patients are seen in the emergency department 
(ED) with approximately 86% rate of discharge.1 The discharge 
transition of care is the most commonly performed handoff 
in the ED and yet, most studies have focused on the handoffs 
between providers. Discharge is the handoff from provider 
responsibility to patient responsibility for care. This is a 
complex process representing a time of significant vulnerability 
for patients. Safe and effective transfer of responsibility 
for a patient’s medical care relies on effective provider 
communication with patient comprehension of discharge 
instructions. Studies have demonstrated that patients discharged 
from the ED have significant gaps in their understanding of 
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this information.2,3 There is some literature to suggest that the 
quality of verbal communication at discharge by emergency 
providers is incomplete and leaves little room for patients to 
ask questions.4 There is evidence to suggest that ineffective 
communication between providers and patients is a source 
of error in the discharge period.5,6 It has been demonstrated 
that residents overestimate the effectiveness of their 
communication.7 Additionally, residents may not recognize 
patient factors that place patients at high risk for readmission.8 

Evidence on how to ensure ideal handoffs has 
been limited, but multiple sources have identified 
process standardization as an opportunity for quality 
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improvement.9,10 Accordingly, standardization of handoffs 
was made a National Patient Safety Goal by the Joint 
Commission in 2006.11 The American College of Graduate 
Medical Education (ACGME) has identified education and 
evaluation of care transitions as an educational mandate in 
training programs. The ACGME states “formal educational 
activities that create a shared mental model with regard to 
care transitions are necessary” and that “evaluation through 
direct observation of residents/fellows by faculty members 
is required to ensure residents’/fellows’ abilities to perform 
standardized, effective, efficient handoffs.”12 

Although there are clear mandates to ensure that 
handoffs are standardized, and formal handoff curriculum 
and evaluation are provided to emergency medicine (EM) 
residents, there is no information available to identify the 
current practices of EM training programs on the discharge 
transition of care. 

The objectives in this study were to (1) assess the 
current scope of discharge training among EM residency 
programs by surveying their residency leadership, (2) 
assess current educational and evaluation practices related 
to discharge training, and (3) identify whether additional 
training is necessary based on the current practices and 
perceived competencies. 

METHODS
This survey study was guided by the six-step Kern model 

for medical curriculum development.13 A similar study by 
the CORD Transitions of Care taskforce membership was 
performed on general handoff training, which provided a 
foundation for this study.14 The first two stages–problem 
identification and creation of a targeted needs assessment–
were the goals of this study. The latter four stages of the Kern 
model include determining the goals and objectives of the 
curriculum, developing educational strategies for teaching 
the curriculum, implementing the curriculum, and receiving 
feedback on and evaluating the curriculum. The application of 
this model provides the opportunity to eventually develop a 
discharge handoff curriculum for EM residents. Establishing 
validity evidence was an important consideration throughout 
the process; validity evidence comes in the form of content, 
response process, internal structure, relationship to other 
variables, and consequences.15 We conducted a review 
of discharge literature to survey common practices and 
sources of error and to discover EM discharge education 
techniques. One identified problem was the lack of formal 
emergency discharge education available or required during 
residency training. The survey went through a thorough 
development process using the expertise of those involved in 
its development to contribute to the validity of its content.15 
This process was an iterative approach by the authors who 
are on the Council of Residency Directors in EM (CORD) 
Transitions of Care Committee (FG, JD, JJ, BB, HGH) or have 
served as a director of Quality Assurance and Improvement 

(AB). The initial survey was developed by two authors (HGH, 
JD) based on focus group comments and suggestions from 
membership during a CORD Transitions of Care Committee 
meeting (approximately 20 faculty in attendance). We sent the 
draft survey to the authorship team via SurveyMonkey® (an 
online survey development cloud-based service) to complete 
and suggest further content changes. This was repeated 
twice more until the team felt that the final questionnaire 
best addressed the areas where knowledge content gaps 
were identified by the focus group. The survey focused on 
elucidating current practices of discharge training and clinical 
practices within the clinical environments, including current 
education offered, perceptions of best educational practices, 
methods of resident evaluation and perceived competence of 
residents. Multiple-choice questions were the primary vehicle 
for the response process. 

The institutional review board at Alameda County 
Medical Center (Highland Hospital, Oakland, CA) granted 
exempt approval for this study. Members of CORD were 
invited to complete the survey electronically. The CORD 
e-mail listserve is exclusive to educators in EM residency 
programs and includes associate, assistant and primary 
residency program directors from the 167 ACGME-accredited 
EM residency programs. Program leaders were recruited via 
the CORD listserve from March to April 2014. The survey 
was opened for six weeks in which 87 identified programs 
responded. Duplicate responses were reviewed and clarified 
with program directors directly in April 2015 (22 programs). 
Two programs requested their duplicate responses be deleted 
and completed new surveys to accurately represent their 
current practice. All other programs selected their most 
accurate survey responses. Direct emails were then sent to 
program directors with links to the survey in April 2015; 32 
additional programs completed the survey and the survey was 
closed on April 23, 2015. Only programs that identified their 
program name were included in the study to ensure that all 
surveyed programs represented ACGME-accredited programs 
and to avoid potential duplicative responses. 

RESULTS
A total of 119 programs were surveyed, making the 

overall response rate 71.2% of the 167 currently accredited 
ACGME EM residency training programs. A majority of 
programs indicated that residents are given informal education 
regarding discharge training by senior residents and faculty 
(87.4%); just under half provide formal curriculum at 
orientation (42.9%) and/or outside of orientation (5.9%). A 
small percentage of programs offer no training (6.7%) (Table 
1). Over half of programs felt that optimal discharge training 
would be formal curriculum offered at orientation (76, 63.9%) 
and/or outside of orientation (63, 52.9%).

Most residency programs reported using a structured 
discharge system in the ED (100, 84%%), while a small 
minority report using none (13, 10.9%) or being unsure if 
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Answer options Percent response (count): 
Q1

Percent response (count): 
Q2

No training 6.7% (8) 1.7% (2)
Specific formal training regarding discharges during initial orientation 
to the program

42.9% (51) 63.9% (76)

Structured workshops/classes to teach proper discharge processes 
during residency (not in orientation)

5.9% (7) 52.9% (63)

Instruction by attending/senior resident within the clinical environment 87.4% (104) 69.7% (83)
Distributed educational packets/guides 9.2% (11) 18.5% (22)
Formal evaluation of residents on competency in performing effective 
discharges

14.3% (17) 58% (69)

Informal evaluation of residents on competency in performing 
effective discharges

39.5% (47) 24.4% (29)

Other N/A (3)* N/A (1)**
*3 responses: 1) Discuss during Morbidity & Mortality conference. 2) Formal evaluation of effective discharges is covered loosely in 
chart reviews, call backs are performed intern year. 3) Grand rounds presentation of ED Discharges.
**1 response: 1) I don’t know.

Table 1. Transition-of-care survey results representing 119 respondents. 
Q1: Types of discharge training offered to residents/students (more than one response acceptable). 
Q2: What training around discharge processes do you believe would be best to provide to residents/students (more than one response 
acceptable).

this is provided in their main ED (4, 7.6%). For those with a 
structured process of discharge most reported that this is being 
performed most of the time (35, 35%) or always (56, 56%). 
A majority of programs reported providing structured written 
modifiable written discharge instructions (108, 90.8%) and 
bidirectional conversations with patients (91, 76.5%) (Table 
2). A majority of training programs reported that their current 
process is safe and effective or extremely safe and effective 
(78, 66%) but a significant number reported their process to be 
somewhat safe and effective (41, 34%). Most programs do not 
formally evaluate their residents for discharge proficiency (88, 
73.9%). Of those that reported resident evaluation of discharge 
proficiency is routinely performed (more than one response 
was acceptable), 25 programs (21%) report the evaluation 
is completed as part of required direct observations or other 
activities, nine (7.6%) reported it is completed through written 
feedback/evaluation of performance on ED rotations, and two 
programs (1.7%) reported a formal assessment of discharge 
proficiency is completed on junior residents as part of a 
checklist or similarly structured evaluation. 

All programs reported a variety of tools to assist in the 
discharge process with only 34, or 43%, of the respondents 
being satisfied or extremely satisfied with these tools (Table 
3). Over two-thirds of programs reported that key elements 
of discharge conversations, such as diagnosis, education, 
prescriptions, follow up, return precautions or assessment 
of understanding, are documented in the physician note (80, 
67.2%). This information is not routinely documented in 31 
programs (26.1%), and eight respondents were not sure if this 
is included in their documentation (6.7%). 

Over three-quarters (90, 75.6%) of program leadership 
reported that junior level residents (equal to or less than 

eight months in the ED) are “somewhat competent” in their 
discharge competency. Almost a quarter felt that their junior 
residents were “competent” (28, 23.5%). One program (0.8%) 
reported their junior residents were extremely competent 
(1, 0.8%). For senior level residents, described as residents 
with over eight months experience, their program leadership 
identified them as competent (83, 68.7%) or extremely 
competent (26, 21.8%). A minority of programs reported 
their senior level residents as “somewhat competent” in their 
discharge skills (10, 8.4%). None of the respondents reported 
their junior or senior level residents to be incompetent in their 
discharge abilities.

DISCUSSION
These results provide insight into the discharge 

educational practices and clinical training experience 
surrounding discharge of EM residents as reported by 
their program leadership. Standardized formal training 
and evaluation is not the current norm at most programs. 
Most formal training provided to EM residents is at their 
orientation, and few programs offer formal educational 
opportunities beyond the first few weeks of training. Since a 
majority of program leaders indicated that ideal educational 
practices would include formal training at orientation and/
or workshops or classes outside of orientation, programs 
may value structured education of discharge competencies 
but may be constrained by other limitations such as faculty 
time, didactic scheduling or curriculum availability. The same 
gap was seen between current training and ideal training for 
evaluation processes. While most programs do not perform 
formal evaluations on their residents’ discharge competency, 
a majority of programs identify that this would be an ideal 
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Answer options Percent response (count)
Provision of any prewritten non-modifiable instructions 30.3% (36)
Provision of any structured written instructions that allow for modification 90.8% (108)
Physician routinely has bidirectional conversation with patient regarding diagnosis, education, 
prescriptions, follow up and reasons to return to the ED

76.5% (91)

Teach back method (or similar) routinely employed to assess patient understanding of their diagnosis, 
education, prescriptions, follow up and reasons to return to the ED

10.9% (13)

Final discharge routinely completed by nursing 68.9% (82)
Final discharge routinely completed by physician 10.9% (13)
Final discharge routinely completed by either nursing or physician 22.7% (27)
Other N/A (2*)

ED, emergency department
*2 responses: 1) Provide follow up physician or clinic. 2) Nursing employs teach back with patients.

Table 2. Results represent 119 respondents. 
Q: Which of the following is included in your standard discharge process? More than one response is acceptable.

practice. This implies that EM program leadership values 
formal evaluation of their residents’ discharge competency but 
they may be constrained by limitations such as a recognized 
evaluation tool and/or faculty time. These data also suggest 
that while program leadership values discharge competency 
training and evaluations, this education may not be valued 
as a high priority since most programs perceive their senior 
level residents to be competent. Although it is difficult to 
fully endorse competency without a standardized evaluation 
process, there is support that informal evaluation may be valid 
in identifying residents’ clinical competencies.16 

LIMITATIONS
The fact that this study relies on perceptions of program 

leadership is a major limitation as there is no gold standard to 
formally measure discharge competency even for programs 
providing formal evaluation of their residents’ discharge 
competency. While most program leadership feel that their 
current process of discharge is “safe and effective,” this 
perception may be limited. Given that each respondent 
based their program results on his or her perceptions of the 
discharge education and performance of residents within 
the clinical environment, construct underrepresentation and 
irrelevant variance represent threats to the validity of clinical 
performance ratings in this study.17 Program leadership could 
have responded based on too few or incomplete observations 
of residents’ clinical behavior or responded with low-
reliability ratings. Survey, rater and recall bias could have 
affected these results.

Program leadership relies on general gestalt that their 
residents are competent in their discharge proficiency since 
most are not evaluating this competency. Program leadership 
may not identify any limitations in senior resident discharge 
competency because there may be larger, more systematic 
failures of discharge communication with patients and/
or caregivers. In this scenario, resident performance of 

discharge may be at an acceptable level at the departmental 
level but departmental expectations of patient discharge 
competency may not be meeting the patient needs to create 
safe and effective discharges. Standardizing the process of 
handoffs between providers in the hospital environment has 
demonstrated improvement in the quality of communication 
and increased patient safety in the clinical arena.9 Current 
discharge literature suggests that there may be similar 
communication improvements to be made in EM around 
discharge.3-5 That over one-third of programs report their 
current discharge process is only “somewhat safe and 
effective” suggest that there may be quality gaps in the current 
institutionally acceptable patient discharge processes. 

The conflation of the concept of “safety” and 
“effectiveness” may be another limitation of this survey. 
Programs were asked about safe and effective discharges in a 
single question. These two concepts may be inappropriately 
linked together and it may be that safety may exist without 
being effective and vice versa. This may represent a construct 
error in the survey design and affected results of this survey. 

Lastly, a major limitation of this study was the gap of 
approximately one year between the surveys of the first cohort 
of surveyed programs (87) and the second (32). Although 
it is unlikely that most programs changed their educational 
practices dramatically within that time period, it is possible. 

Further work should focus on the more structured 
assessment of resident discharge competency through 
direct observation and evaluation of resident performance 
to corroborate program leaders’ assessment of resident 
competence. These evaluation tools should then be validated 
and studied in a clinical setting with specific process measures 
and patient outcomes. Following Kern’s six-step model for 
curriculum development, the next step would be to create 
specific goals and objectives of the discharge curriculum and 
develop educational interventions aligned with these goals. 
Curricular tool suggestions that have been made to structure 
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Answer options Percent response (count)
Automated reminders within the 
computer interface

42.9% (51)

Written template or other written 
aids (badge card checklist)

24.4% (29)

Mnemonics 1.7% (2)
Teach back or similar method 3.4% (4)
None 38.7% (46)
Other 2*

Table 3. Q: Do you use any of the following tools to assist in the 
discharge process? More than one response is acceptable.

*2 responses: 1) Nursing feedback when discharge performed 
improperly. 2) Pre-populated recommendations from nursing 
triage such as smoking cessation for smokers, blood pressure re-
check for patients with high blood pressure at triage; all patients 
without a primary care provider are provided a printout of the free 
and low cost medical, dental and mental health resources in the 
community.

education and evaluation for provider-to-provider handoffs 
might be used directly or modified to educate residents in the 
discharge transitions of care.18 
 
CONCLUSION

The results of this targeted needs assessment indicate 
a lack of structured training and assessment of resident 
discharge competency despite current guidelines for 
formalized training in all handoffs. Although most programs 
reported senior residents are competent in discharge 
proficiency, the residents’ training is primarily informal which 
may lead to significant variability in resident experience 
and performance. Further research should be aimed at 
assessing proficiency of resident discharge performance 
through objective observation with validated evaluation 
tools. Structured training and assessment recommendations 
should follow from this research with increased attention 
to implementing a standard curricular model or toolbox, 
objective, valid evaluation methods, and identification and 
management of high-risk discharges.
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Introduction: To determine if there is any correlation between any of the 10 individual components 
of a global rating index on an emergency medicine (EM) student clerkship evaluation form. If there 
is correlation, to determine if a weighted average of highly correlated components loses predictive 
value for the final clerkship grade. 

Methods: This study reviewed medical student evaluations collected over two years of a required 
fourth-year rotation in EM. Evaluation cards, comprised of a detailed 10-part evaluation, were 
completed after each shift. We used a correlation matrix between evaluation category average 
scores, using Spearman’s rho, to determine if there was any correlation of the grades between any 
of the 10 items on the evaluation form.

Results: A total of 233 students completed the rotation over the two-year period of the study. There 
were strong correlations (>0.80) between assessment components of medical knowledge, history 
taking, physical exam, and differential diagnosis. There were also strong correlations between 
assessment components of team rapport, patient rapport, and motivation. When these highly 
correlated were combined to produce a four-component model, linear regression demonstrated 
similar predictive power in terms of final clerkship grade (R2=0.71, CI95=0.65–0.77 and R2=0.69, 
CI95=0.63–0.76 for the full and reduced models respectively).
 
Conclusion: This study revealed that several components of the evaluation card had a high degree 
of correlation. Combining the correlated items, a reduced model containing four items (clinical skills, 
interpersonal skills, procedural skills, and documentation) was as predictive of the student’s clinical 
grade as the full 10-item evaluation. Clerkship directors should be aware of the performance of their 
individual global rating scales when assessing medical student performance, especially if attempting 
to measure greater than four components. [West J Emerg Med. 2015;16(6):885–888.]

INTRODUCTION
Most medical schools employ a combination of multiple 

choice testing, standardized patients, and direct observation 
to evaluate their students’ performance in terms of 
knowledge, skills, and attitudes.1 A staple among evaluations 
of medical students in clinical rotations is the assessment 
of a student by a faculty member or resident using a 
global rating scale (GRS) with varied components, such as 

Wake Forest School of Medicine, Department of Emergency Medicine, Winston-
Salem, North Carolina

knowledge, rapport, procedural skill and documentation 
quality. Distinct from other clerkships, most EM clerkships 
require the use of a GRS evaluation card on every shift 
because students interact with multiple faculty members 
over the course of a rotation, as opposed to a sustained 
interaction with one or two individual faculty members.1 
Most clerkships use these cards because students work with 
different faculty each shift and because of evidence that shift 
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cards promote immediate and satisfactory feedback.2,3 Since 
students do not consistently work with the same attending 
and residents over a two- to four-week period, clerkship 
directors rely on the formative feedback provided on shift 
cards to gauge a student’s aggregate clinical performance.

Over the past six decades, the use of these subjective 
evaluations has found critics and advocates.4 In order 
to maximize feedback and quality of evaluations, many 
institutions have gone to a criterion-based multi-point scale for 
multiple attributes. However, problems with multi-point scales 
include increased complexity in completing evaluations, and 
the ever-present evaluator who “circles down the middle of the 
scale.”5 Studies from core general surgery clerkships suggest 
that faculty evaluations of clinical performance limited to 
three points may be as effective as larger scales in predicting 
a student’s final grades.4 Also, internal medicine evaluations 
of students have shown that breaking down grades to three 
content areas are also predictive of student performance in 
several types of evaluations.6 

However, the emergency medicine (EM) medical 
education literature contains few publications about the most 
effective methods to evaluate learners in the clinical setting 
and the performance of global rating scales in the emergency 
department (ED) setting.7 Therefore, we conducted this study 
to evaluate the degree that the evaluations provided redundant 
(as defined by highly correlated) data between the various 
components of a 10-point global rating scale. A secondary 
goal of the study was to see if a reduced global rating scale, 
based on concatenating scores from highly correlated rating 
items, would provide a similar evaluation of medical students’ 
overall performance. 

 
METHODS
Study Design

We performed a retrospective evaluation on a pre-existing 
administrative database containing evaluations of medical 
student performance during their rotation in EM. Institutional 
review board approved this study with a waiver of consent. 

Study Setting and Population
During the study period, the medical school curriculum 

included a mandatory EM clerkship in the fourth year of 
medical school. Students completed 15 eight-hour shifts in the 
ED and generally worked with a single faculty member for 
the entire shift. Faculty and third-year residents completed an 
evaluation card on each student at the end of each shift. Shifts 
encompassed day, evening, and overnight time periods and 
included both the adult and pediatric departments. 

Our evaluation card contained 10 components used to 
evaluate the students while in the clinical arena (Figure 1). 
The card allowed for six grading levels at Fail (0), Marginal 
(1), Concern (1.5), Pass (2), High Pass (2.5), and Honors 
(3.0). There was also an option for “Not Evaluated” if the 
faculty felt they did not have enough information to render 

 

Figure 1. Shift evaluation card. (Reverse side not pictured 
contained area for written feedback on student’s strengths and 
areas for improvement).

an opinion. The reverse side contained space for free-text 
comments and listing procedures. 

During the study period, 25 full-time faculty worked 
in the ED. All faculty were provided a criterion-based 
grading scale for the full 10 component evaluation card, 
based on the six grading levels (Appendix A). We based the 
criterion-based grading scale on scales used at multiple other 
institutions. The criterion-based grading scale was reviewed 
by and with faculty and residents to insure understanding of 
the scale at faculty meetings and during resident as teacher 
sessions. Faculty and students were able to access the 
criterion-based grading scale at any time on the web-based 
clerkship website. Faculty also received feedback on their 
grading as compared to all other faculty. The back of the 
evaluation card provided space for and specifically requested 
written feedback.

Shift evaluations comprised 65% of the final grade, 
while a locally developed test provided 25% and adjunct 
pieces 10% of the final grade. The final grade was determined 
using criterion-based cutoffs for each of these items. The 
test (written according to the then current National Board of 
Medical Examiners question standards) was reviewed for 
discrimination and reliability by Kuder Richardson (KR)-21, 
KR-22, and Spearman-Brown statistics. The adjunct pieces 
included an oral presentation and simulation lab / cadaver lab 
grades. Demographic data (age, race) were not retained within 
the database.

Data Analysis
A correlation matrix using Spearman’s rho was created 

using the faculty evaluation components to examine 
interrelationship between responses (Table 1). We observed 
a natural clustering between certain evaluation components 
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Medical 
knowledge

History 
taking

Physical 
exam

Differential 
diagnosis Presentation

Patient 
rapport

Team 
rapport Motivation

Procedure 
skills

Medical knowledge 1.00
History taking 0.91 1.00
Physical exam 0.89 0.92 1.00
Differential diagnosis 0.90 0.89 0.89 1.00
Presentation 0.83 0.87 0.87 0.88 1.00
Patient rapport 0.77 0.81 0.81 0.77 0.89 1.00
Team rapport 0.76 0.79 0..79 0.75 0.86 0.93 1.00
Motivation 0.77 0.79 0.80 0.76 0.83 0.88 0.89 1.00
Procedural skills 0.66 0.60 0.66 0.60 0.58 0.59 0.59 0.60 1.00
Documentation 0.73 0.73 0.77 0.75 0.75 0.75 0.74 0.73 0.61

Table 1. Correlation matrix between evaluation category average scores, using Spearman’s rho. All correlations were significant after 
Bonferroni correction at p<0.0001.

(rho>0.80) in addition to face validity, leading to the 
establishment of two new variables: clinical skill (composed 
of a combined average of medical knowledge, physical exam, 
history, differential diagnosis, and case presentation) and 
interpersonal skills (combined average of patient rapport, 
team rapport, and motivation). It should be noted that case 
presentation also had high correlation with both clinical skills 
and interpersonal skills; however, it was grouped with the 
clinical skills variable. Likewise, patient rapport had weaker 
but still substantial (rho=0.81) correlation with history taking 
and physical exam; however, the correlations were stronger 
with the other interpersonal skills, leading us to group patient 
rapport with team rapport and motivation. Documentation 
quality and procedural skill did not correlate strongly with 
other components and were therefore considered in the 
modeling as separate covariates. 

As a sensitivity analysis, to gauge the effect of expected 
loss of information due to collapsing variables, we constructed 
separate multiple variable linear regression models using the 
full model (the weighted average, weighted on number of 
evaluations, of each of the 10 components) and the reduced 
model (weighted averages of clinical skill, intrapersonal 
skill, procedural skill, and documentation quality) in terms of 
predicting the student’s final grade for the rotation. 

We tested each model for normality of the residuals via 
the Shapiro-Wilk test and heteroscedasticity of the residuals 
with the Breusch-Pagan test. The adjusted R2 was obtained 
for each model and 95% confidence intervals (CI95) were 
calculated. Given that the sample size was constrained due 
to the number of students completing the rotation during 
the study period, we did not conduct formal power analysis. 
However, given the standard “rule of 10” for regression 
modeling (10 subjects for every degree of freedom included 
in the linear regression model), and given that the largest 
model contained 10 covariates, a minimum of 100 students 
would be required to avoid potentially overfitting the models. 
Demographic data (age, race) had not been retained within 

the administrative database and were therefore not available 
for inclusion in the modeling process. We calculated statistics 
using Stata 10.1/SE (College Station, TX). An alpha of 
<0.05 was held to be statistically significant, and we made 
adjustments for multiple comparisons in the correlation matrix 
using the Bonferroni method. 

RESULTS
Over the two academic years the data were collected, 

233 students completed the clerkship. The mean number of 
evaluations per student was 11.7 (CI95 (Poisson exact) 11.3–
12.1). Both models satisfied the assumptions of normality 
and homoscedasticity of the residuals. The full model was 
significantly predictive of the final grade (F10,222=5.96, 
p<0.0001) and had an adjusted R2=0.71 (CI95=0.65–0.77). 
The reduced model, using composite variables reflecting 
clinical skill and interpersonal skill, was likewise predictive 
of the final grade (F4,228=129.64, p<0.0001) and accounted for 
a similar proportion of the variance in final grade (adjusted 
R2=0.69, CI95=0.63–0.76). 

DISCUSSION
Clerkship directors have questioned whether or not 

evaluators are actually assessing all components of a global 
rating index of a medical student’s performance or whether 
they are grouping certain aspects of the evaluation together. 
By looking at the correlation coefficients of our GRS, there 
is a strong correlation between the clinical skill components 
of medical knowledge, physical exam, history, differential 
diagnosis, and case presentation. The interpersonal skills that 
had a strong correlation were patient rapport, team rapport, 
and motivation. The final two components that did not show 
a strong correlation with each other or the other groupings 
were procedural skills and quality of documentation. These 
results are similar to those described by Bandiera et al, 
although the correlation coefficients in this study signify an 
even stronger correlation.7
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Although we can debate the benefit of dividing the 
clinical skills grouping out into the various components 
to allow for better feedback to the student on areas of 
strengths and weaknesses, it appears that the attending or 
resident’s evaluation does not vary significantly among these 
components. It may seem to the educator that the evaluation 
of a student’s physical exam skills is quite different from the 
student’s medical knowledge assessment, but in reality there 
is a strong correlation. One argument for this correlation is 
that the well-performing student does well on all components 
while the poor performing students stumble on all components 
equally. It is the authors’ belief that the evaluator develops a 
global assessment on the student based on overall clinical and 
interpersonal skills and then links all the grades together in 
each of these categories. 

A well-suited question may be how to provide faculty 
with the tools to separate these components. Criterion-based 
evaluation forms define the different components and even 
the behaviors/qualities associated with each grade level within 
the scale for each individual component. Despite the fact that 
we educated faculty and residents on the components and 
behaviors/qualities appropriate for a given grade level, our 
data suggest that the evaluation cards submitted after faculty 
development had high correlation between these components. 
Whether or not the faculty or residents give directed feedback 
on these areas during the end-of-shift evaluation discussion is 
not known.

A secondary outcome of our study shows that combining 
these components into a four-component evaluation was just 
as predictive of the final grade. This finding is consistent 
with research in other clerkships with longer periods (>4 
weeks) of evaluator-student interaction which showed a 
reduced model being as effective in predicting the final grade 
as a more detailed evaluation form.4,6 Therefore, based on 
these data, clerkship directors should be wary of developing 
lengthy GRSs for faculty and residents to complete on 
student’s performance. Other means of assessment, such as 
direct observation, standardized patients, etc. may need to be 
considered in order to develop a more accurate picture of a 
student’s ability. 

LIMITATIONS
This study is limited by the fact that we collected data 

retrospectively. Within the confines of our medical school 
grading structure, we were unable to directly assess one 
evaluation scale against the another. We were unable to 
assess if verbal feedback differentiated among the different 
components of the evaluation card. Lastly, the GRS used here 
is not a validated scale.

CONCLUSION
This study revealed that several components of the 

evaluation card had a high degree of correlation. This 
finding calls into question whether a GRS can accurately 
discriminate between different components. When grouped 
together into a reduced model containing four components, 
the evaluation card maintained its predictive level for the final 
clinical grade. Therefore, when using a GRS for assessment, 
clerkship directors should evaluate the performance of the 
GRS in discriminating between components and the feedback 
provided from the GRS scores. 
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Introduction: Choosing a residency program is a stressful and important decision. Doximity 
released residency program rankings by specialty in September 2014. This study sought to 
investigate the impact of those rankings on residency application choices made by fourth year 
medical students.

Methods: A 12-item survey was administered in October 2014 to fourth year medical students 
at three schools. Students indicated their specialty, awareness of and perceived accuracy of the 
rankings, and the rankings’ impact on the programs to which they chose to apply. Descriptive 
statistics were reported for all students and those applying to Emergency Medicine (EM). 

Results: A total of 461 (75.8%) students responded, with 425 applying in one of the 20 Doximity 
ranked specialties. Of the 425, 247 (58%) were aware of the rankings and 177 looked at them. On 
a 1-100 scale (100=very accurate), students reported a mean ranking accuracy rating of 56.7 (SD 
20.3). Forty-five percent of students who looked at the rankings modified the number of programs to 
which they applied. The majority added programs. Of the 47 students applying to EM, 18 looked at 
the rankings and 33% changed their application list with most adding programs. 

Conclusion: The Doximity rankings had real effects on students applying to residencies as almost 
half of students who looked at the rankings modified their program list. Additionally, students found 
the rankings to be moderately accurate. Graduating students might benefit from emphasis on more 
objective characterization of programs to assess in light of their own interests and personal/career 
goals. [West J Emerg Med. 2015;16(6):889–893.]

INTRODUCTION
Choosing a residency program is a stressful and 

important decision for any medical student. The choice 
of training program will likely influence their future 
practice and location.1 Currently, applicants largely base 
their decision-making on both 1) personal factors such as 
geographic location and quality of life; and 2) program 
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factors such as expected clinical experience, curriculum 
quality, academics, reputation of program, the interview 
day, and experience with residents and faculty.2-6 Factors 
that Emergency Medicine (EM) program directors felt 
impact applicants’ program choices include the interview 
experience, personal experience with residents, and 
academic reputation.5 

*
†

‡

§

¶

||

#



Western Journal of Emergency Medicine 890 Volume XVI, no. 6 : November 2015

Effect of Doximity Residency Rankings Rolston et al.

Doximity released residency program rankings by 
specialty in September 2014 with some collaboration from 
U.S. News and World Report (USNWR). Doximity is a 
free, HIPAA-compliant online platform for physicians’ 
social networking, collaboration, and education. Using their 
physician network, Doximity administered a survey asking 
practicing physicians to “nominate up to 5 residency programs 
in your medical specialty that offer the best clinical training. 
Do not consider geography. All nominations will receive 
the same weight regardless of the order in which you list 
them.”7,8 More than 17,000 Doximity members responded 
to the survey, which was conducted between January and 
July of 2014. Nominations were weighted to account for 
regional differences in response rates and in the proportion of 
physicians who are Doximity users.8 The result was a ranking 
of the residencies in each of the 20 surveyed specialties. In 
addition, Doximity also created the Residency Navigator 
that includes additional information, when available, such 
as percentage of graduates from a program who specialize, 
board pass rate, and alumni with peer review articles, grants 
or clinical trials. However, this objective information is not 
included in the ranking lists available to the public as the 
rankings are “based solely on the reputational component.” 
Only Doximity members have access to the majority of the 
added objective data.9 

The leaders of the national EM organizations responded 
to the rankings with concern “about the sampling method 
chosen for this survey, because we believe it will fail 
to achieve [the] objective for this survey — to identify 
America’s top EM training programs.”10 Arguably, a survey 
based on reputation alone cannot objectively measure 
the quality of hands-on-training and other unique aspects 
of a residency program (e.g., patient acuity, number of 
procedures, trauma experience, resident satisfaction). 
The effects of the Doximity findings, which have both 
reputational and ranking implications, are not yet known, 
and they could result in changes to applicants’ selections 
of residency programs. Simply looking at the rank list may 
bias the candidate when selecting programs for interviews 
or when ranking programs for the match. Lower ranked 
programs may suffer the consequences of these rankings by 
missing quality candidates who may choose not to apply. 
The objective of this study was to investigate the impact 
of the Doximity rankings on the program choices made by 
residency applicants. 

METHODS
Survey Design 

The survey was developed by educational leaders in 
undergraduate and graduate medical education and senior 
medical students, all familiar with the residency application 
process (content validity). The survey was piloted by 20 
residents and faculty and revised for response process 
validity. This study was determined IRB exempt at all three 

participating schools. 

Survey Content, Administration and Population 
The final 12-item survey was sent by email using 

QualtricsTM to all fourth year students applying through 
the National Resident Matching Program at three medical 
schools in October 2014, just after the release of the Doximity 
rankings. Student responses were anonymous. Repeated 
requests were sent by emails weekly to non-responders 
for three consecutive weeks. The survey initially asked 
the specialty to which the student applied and whether the 
student was aware of and looked at the Doximity rankings 
prior to submitting their application to specific residencies. 
Students that applied in one of the 20 ranked specialties and 
who had looked at the rankings were also asked demographic 
information, how accurate they perceived the rankings on a 
100-point scale (0 being not accurate at all and 100 being very 
accurate), for a narrative to support their score, and whether 
they added or dropped programs based on the rankings. 
Additionally, space was provided for students to comment 
about the rankings. 

Data Analysis 
Data analysis included descriptive statistics using SPSS 

(v22, IBM Corp). Comments were analyzed using grounded 
theory by a single author. The comments were reviewed, codes 
identified and then grouped based on common themes. Results 
were summarized based on these themes. 

RESULTS
A total of 461 students responded to the survey across 

all three schools (overall response rate of 75.8%), with 
425 students applying in one of the 20 ranked specialties 
by Doximity (see supplemental Table for distribution of 
specialties). Forty-seven students applied to EM. Of the 
425 students applying in one of the ranked specialties, 58% 
were aware of the rankings and 72% of those aware looked 
at the rankings (Figure). The demographics of this sample 
of applicants who looked at the rankings were: mean age 26 
years (range 24–33 years), 50% women, 66% self-identified 
White, 26% Asian and, 5% Black or African American. 

Respondents found the rankings moderately accurate with 
the mean score for accuracy of 56.7 (SD 20.3, range 0-99) for 
all students; the accuracy rating of the EM applicants was lower 
with a mean of 43.3 (SD 23.1, range 9-85) (Table 1a and 1b). Of 
the 114 students who gave justification for their accuracy score, 
approximately half of them noted that the Doximity rankings 
did not include all relevant factors in making a choice on a 
residency program (N=56, 49%). Student comments included 
“the culture of a program (learning environment, community, 
resident community) is not reflected in the Doximity scores” 
and “[it’s] difficult to assess the entire hospital/program 
based on rankings of different subspecialties. Also difficult 
to assess patient care vs. research.” On the other hand, 22 
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Figure. Flow chart showing number of students aware of rank-
ings, that looked at rankings and that modified the list of programs 
applied to based on rankings.

Table 1a. Doximity accuracy ratings and modifications to pro-
gram list.

Total sample 
mean (SD; range)

EM only mean 
(SD; range)

Accuracy rating 
(n=162; 17)

56.7 (20.3; 0-99) 43.3 (23.1; 9-85)

Mean number of 
programs addeda 
(n=77; 6)

4.32 (3.0; 1-11) 4.83 (3.5; 2-11)

Respondents dropping 
programsa (n=32; 2)

2.88 (2.2; 1-11) 3.00 (1.4; 2-4)

(19%) comments indicated that the student felt that the ranking 
correlated with previous conversations, personal experience, 
student forums, gut feeling and USNWR rankings. Such 
comments included “[rankings] appear to align with opinions of 
advisors” and “There aren’t any other alternatives, and the top 
programs seemed to align with common knowledge.”

Seventy-nine (45%) of the 177 students who looked 
at the rankings changed the list of programs to which they 
applied based on the rankings (Figure). The mean number of 
programs added and dropped was 4.32 and 2.88, respectively 
(Table 1a). More specifically, 17% (N=30) both added and 
dropped programs, 27% (N=47) added programs only, 1% 
(N= 2) dropped programs only and 49% (N=86) did not add 
or drop programs, based on the Doximity rankings. Twelve 
respondents (7%) did not indicate whether they added 
or dropped programs (Figure). Specifically for students 
applying to EM, the numbers were similar to the entire 
sample with a mean number of programs added and dropped 
of 4.8 and 3.0, respectively. 

DISCUSSION
This study found that m   edical students utilized and 

reacted to the Doximity residency rankings with a substantial 
proportion of participants changing their program choices as a 
result of viewing the rankings. The majority of students who 
changed their application list added programs only, increasing 

 

 79/177 (45%) changed application list 
based on rankings 

(6/18, 33%, applying to EM changed list) 

425 eligible responses 
(47 applied to EM) 

461 Total Responses 
47  

36 did not apply in a Doximity ranked 
specialty 

247 aware of rankings 
(26 applying to EM aware) 

177 looked at rankings 
(18 applying to EM looked) 

 86/177  (49%) didn’t add or drop 
programs based on rankings 

(10/18, 56% applying to EM) 

47 added programs only 
(4 applying to EM) 

2 dropped programs 
only 

(0 applying to EM)  

30 added & dropped 
programs  

(2 applying to EM) 

178 not aware of rankings 
(21 applying to EM not aware)  

70 did not look at rankings 
(8 applying to EM did not look at 

rankings)  
 

12 skipped these questions  
(2 from EM skipped) 

 

Total sample 
number (%)

EM only 
number (%)

Reasoning for adding or dropping 
Added programs highly ranked
Dropped programs lowly ranked
Added “safety” programs
Added “reach” programs
Other

 62 (39%)
 20 (13%)
 25 (16%)
 24 (15%)
   2 (1%)

4 (25%)
0 (0%)
4 (25%)
2 (13%)
0 (0%)

Important factors
Couples matching
Geographic location
Academic Reputation
Personal Connection
Choice to stay at home institution 
Other  

  24 (15%)
150 (91%)
146 (89%)
  99 (60%)
  37 (22%)
  18 (11%)

5 (28%)
17 (94%)
15 (83%)
13 (72%)
5 (28%)
0 (0%)

EM, emergency medicine
aScale of “1” – “>10”. Note that choice of “>10” programs added or 
dropped was coded as “11” for purposes of determining the mean.

Table 1b. Factors and reasoning for modifications.

the number of programs to which they applied and leading to 
a potential increased cost. In contrast, some students dropped 
programs, indicating they excluded residencies initially 
considered. Lastly, some students were aware of the rankings, 
and either chose not to check the rankings and/or change their 
application list. 

Students found the rankings, on average, to be only 
moderately accurate. Our analyses did not break down those 
that added or dropped programs based on their accuracy 
rating, but, on average, students appear to be reacting to a 
ranking they view as only moderately accurate. This may 
be because students use several pieces of information (all to 
a varying degree) to make their choices and, therefore, are 
willing to incorporate an only somewhat reliable source as its 
impact can be modulated against other pieces of information. 
Alternatively, this may be a result of the fact that no better 
data exist. 

Some of the accuracy concerns provided by students’ 
comments highlight potential methodological issues with the 
Doximity survey that corroborate with the concerns expressed 
by the leaders of national EM organizations. These potential 
methodological issues include construct validity which refers 
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to whether an indicator measures what it is intended to measure 
(i.e., the top programs in the country), and measurement validity 
which refers to the errors that may ensue in the measurement 
process.11 First, responses were subjective in nature as many 
physicians do not have first-hand experience with programs 
other than their own and the ones they attended. Furthermore, 
there is also a risk of sampling bias with Doximity’s polling 
methods.10 The use of a social media website and inclusion 
of input from only physicians who are members of Doximity 
excludes the opinions of many and may sway results based on 
the characteristics of physicians who sign up for a service such 
as Doximity.12 The rankings are easily manipulated by programs 
through encouraging their faculty and alumni to join Doximity 
and cast votes. Lastly, an additional example calling into 
question the validity of the instrument is that one of the top ten 
programs in EM was on probation at the time.13 

Reputation affects decision-making;14-16 and Doxmity 
rankings may be a surrogate for reputation for students. 
However, it is also important to recognize that a number 
of factors, beyond reputation, influence medical students’ 
decision-making as they decide which residency programs 
to which to apply, including objective measurements (such 
as those included in the Residency Navigator portion of the 
Doximity report but excluded from the rankings), advising 
from mentors, and personal reasons. Students also need 
a means to assess programs and a mechanism to look for 
specific opportunities that align with their career interests, 
goals for training, geographical preference, and any influences 
on family members and personal relationships (such as 
couples matching).The Doximity rankings could be enhanced 
by the inclusion of objective data.  

Despite substantial research, it is still unclear how we truly 
make decisions. Emotions and rationality each play a part. 
For students, the decision to apply to highly ranked programs 
appeals both to the emotions of success and competition as well 
as to rationality, which encourages them to choose pathways 
more likely to lead to success. Other influences on decision-
making are biases and heuristics, which are unconscious 
routines to cope with the complexity inherent in most decision-
making.17 One heuristic is the assumption that a higher ranked 
program will provide better training. Additionally, anchoring 
may lead to weighing certain pieces of information too heavily 
in the decision-making process. Similarly, confirmation 
bias leads people to ignore evidence that contradicts their 
preconceived notions. The rankings can play into these biases 
and, as a result, students may allow decisions to be based on 
rankings as a surrogate for quality of training. 

Perhaps the best way to aid applicants is to move away 
from rankings and, instead, provide and focus on objective 
data about programs that students can judge in light of their 
own interests, career goals and personal preferences. The 
concept of providing students a resource such as the Residency 
Navigator to pull data together might be useful without an 
overall “ranking.” A process to help programs demonstrate 

data relevant to finding the right “fit” for a residency and other 
objective data might include setting (rural vs. urban, public 
vs. private), academic, research or community focused, board 
certification scores, in-service training examinations, selectivity, 
percent of residents progressing on track for specialty 
milestones, numbers of procedures performed, measurements 
on the annual ACGME program evaluation, and accreditation 
and hospital metrics such as Quality Leadership Awards. This 
information could provide a set of metrics to characterize 
programs in a transparent fashion. Certain resources serve as a 
precedent for this.18 The Residency Navigator component of the 
Doximity study attempted to begin such characterization, but it 
was unfortunately overshadowed by the fanfare of the published 
rankings. Unless residency programs agree to publish objective 
data to be used by applicants for best fit, published rankings, 
such as the one by Doximity, may gain more acceptance and 
importance over time despite their shortcomings. 

LIMITATIONS
The sample of students applying to EM was small, but 

they appear similar to the general population in using the 
Doximity rankings to determine their application list. This 
small sample size of EM applicants may limit generalizability 
and future studies should expand the EM sample to other 
schools. Additionally, surveyed students did not represent 
all geographic areas, further limiting generalizability. Lastly, 
recall bias is a potential limitation to these results, as students 
may not remember exactly how the rankings affected their 
list. We attempted to limit this effect by surveying students 
only a few weeks after the initial opportunity for application 
submission (i.e., September 15).

CONCLUSION
The Doximity residency rankings by specialty influenced 

the programs to which fourth year medical students chose 
to apply. On average, students viewed the rankings as only 
moderately accurate. These rankings were based on reputation 
data and did not include objective measures. Rankings are 
often perceived as offering an objective reality of what is 
“best.” However, what is best for one applicant may be quite 
different than what is best for another. Residency applicants 
would likely be better served by providing students with 
and focusing them on objective program data that they can 
consider in terms of their own career and personal goals.
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Introduction: Performance on patient satisfaction surveys is becoming increasingly important for 
practicing emergency physicians and the introduction of learners into a new clinical environment 
may impact such scores. This study aimed to quantify the impact of introducing fourth-year medical 
students on patient satisfaction in two university-affiliated community emergency departments (EDs).

Methods: Two community-based EDs in the Indiana University Health (IUH) system began 
hosting medical students in March 2011 and October 2013, respectively. We analyzed responses 
from patient satisfaction surveys at each site for seven months before and after the introduction 
of students. Two components of the survey, “Would you recommend this ED to your friends 
and family?” and “How would you rate this facility overall?” were selected for analysis, as they 
represent the primary questions reviewed by the Center for Medicare Services (CMS) as part of 
value-based purchasing. We evaluated the percentage of positive responses for adult, pediatric, 
and all patients combined. 

Results: Analysis did not reveal a statistically significant difference in the percentage of positive 
response for the “would you recommend” question at both clinical sites with regards to the adult 
and pediatric subgroups, as well as the all-patient group. At one of the sites, there was significant 
improvement in the percentage of positive response to the “overall rating” question following the 
introduction of medical students when all patients were analyzed (60.3% to 68.2%, p=0.038). 
However, there was no statistically significant difference in the “overall rating” when the pediatric or 
adult subgroups were analyzed at this site and no significant difference was observed in any group 
at the second site. 

Conclusion: The introduction of medical students in two community-based EDs is not associated 
with a statistically significant difference in overall patient satisfaction, but was associated with a 
significant positive effect on the overall rating of the ED at one of the two clinical sites studied. 
Further study is needed to evaluate the effect of medical student learners upon patient satisfaction in 
settings outside of a single health system. [West J Emerg Med. 2015;16(6):894–898.]

INTRODUCTION
In 2006, in response to the growing shortage of physicians 

in the United States, the Association of American Medical 

West Virginia University School of Medicine, Department of Emergency Medicine, 
Morgantown, West Virginia
Indiana University School of Medicine, Department of Emergency Medicine, 
Indianapolis, Indiana

*

†

Colleges advocated for a 30% increase in enrollment at 
Liaison Committee on Medical Education (LCME) accredited 
institutions by the year 2015.1 As of 2012 LCME schools were 
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on target to reach the goal.2 
In addition to increased enrollments, demand for 

emergency medicine (EM) training venues is also created by 
the increasing number of required EM clerkships at LCME 
schools, having risen from 33% to 52% of schools between 
2003 and 2010.3,4 Since most medical students currently 
complete their EM clerkship in large, academic, tertiary 
care hospitals where resident physicians are also present, 
institutions may need to increasingly utilize alternative clinical 
settings, including community-based emergency departments 
(EDs) as training sites for medical students.

As community EDs begin to host an increasing number 
of medical student rotators, concerns have arisen regarding 
the impact upon patient experience and satisfaction. Prior 
work has illustrated that although community-based EDs 
may have lower patient volumes than the primary university 
site, they are viable teaching sites, as students rotating at 
community-based sites have a significantly higher number of 
patients evaluated per shift, a significantly higher number of 
procedures per shift, and gave higher clinical teaching scores 
to attending physicians.5

Attending physicians practicing in community-based 
EDs are facing increased pressure to perform well on 
patient satisfaction surveys. The introduction of value-based 
purchasing (VBP) by the Center for Medicare Services 
(CMS) has tied portions of hospital reimbursement to patient 
satisfaction. The results of patient satisfaction surveys may be 
used by hospitals to make credentialing decisions regarding 
individual physicians, make bonus payments to physicians, as 
well as to determine the contract status for an entire group of 
physicians.6 It has been hypothesized that attending physicians 
in this setting may be hesitant to participate in teaching 
experiences, fearing the negative impact that the presence of 
learners will have upon patient satisfaction.7

While it appears that community EDs are viable venues 
for clinical education, physicians in this setting are also 
interested in maintaining high patient satisfaction. To our 
knowledge, there has been no prior work that evaluates the 
relationship between patient satisfaction and the introduction 
of medical students to the community ED setting. This study 
seeks to examine the effect of introducing medical students 
into two community-based EDs upon performance on 
institutional patient satisfaction surveys. 

METHODS
At Indiana University, EM is a required clerkship for 

all fourth-year medical students that may be completed 
at a variety of clinical sites – ranging from large, tertiary 
academic centers to smaller community-based ED settings 
throughout Indiana. Two community-based EDs in the 
Indiana University Health (IUH) system, IUH North (Site A) 
and IUH Saxony (Site B), were chosen for analysis in this 
study given that prior to the start date of medical students 
in the ED, there were no medical students or residents 

present in the hospital. During the study period, both sites 
were staffed using a single coverage model, where there 
was a single American Board of Emergency Medicine- 
certified physician working at all times. While there was 
not a medical student present at either site during all shifts, 
all physicians at both sites worked with medical students 
when a student was present. The study was designed as a 
retrospective cohort of existing patient satisfaction data 
collected by both sites during the study period as part of 
standard ED operations. 

Patient satisfaction surveys were administered to patients 
discharged from the EDs in the study by a third party, National 
Research Corporation (NRC) Picker. The surveys were 
administered by NRC Picker to discharged patients from 
both ED sites via US mail as per the pre-existing contract 
between the institution and NRC Picker. No additional patient 
satisfaction surveys were administered during the study 
period. Surveys were returned to NRC Picker by individual 
patients at their discretion. If an individual patient did not 
answer a question on the survey, we excluded that data point 
from analysis for that particular question.

Survey results were reported to the clinical sites on a 
monthly basis during the study period as a percentage of 
positive response to each question. The standard report 
provided to both clinical sites reported the percentages of 
positive response for adult, pediatric, and all patients. 

We analyzed surveys for the seven months before and 
after the introduction of medical students at each clinical 
site with the study powered to detect a 15% difference in 
positive response rate. Medical students were introduced at 
Site A in March 2011 and at Site B in October 2013. As such, 
studies collected from August 2010-February 2011 and March 
2011-October 2011 formed the pre- and post-medical student 
cohorts at Site A with surveys from February 2013-August 
2013 and October 2013-April 2014 forming the pre- and post-
medical student cohorts at Site B. 

For purposes of the study, two questions on the survey 
were subjected to data analysis–“Would you recommend 
this ED to your friends and family?” and “How would you 
rate this facility overall?”–where a positive response was 
considered a 9 or 10 on a scale of 1-10 or a score of excellent 
prior to January 2011 (Site A only). These questions were 
chosen for analysis as they represent the primary outcome 
measures reported by the institution as part of CMS VBP and 
the results to these questions are publicly reported. “Definitely 
yes” was considered a positive response for the “would you 
recommend” question. Responses of 9, 10, or excellent (prior 
to January 2011) considered as a positive response for the 
“how would you rate” question. The change from a categorical 
response “excellent/definitely yes” to a continuous response 
“9 or 10” represented a change in the survey response options 
implemented by the survey vendor. As the survey results 
before and after this alteration were reported as a percentage 
of positive response, the change in terminology does not 
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represent a change in the primary outcome, and as such, we 
included both survey sets in the analysis. 

We compared percentages of positive response for the 
periods before and after the introduction of medical students 
using a chi-square analysis. This study was deemed exempt by 
the institutional review board at the Indiana University School 
of Medicine. 

RESULTS
For Site A, 224 surveys were returned in the seven months 

prior to the introduction of medical students and 520 surveys 
returned in the seven months following the introduction of 
medical students. For Site B, there were 247 surveys returned 
prior to the introduction of the students with 224 surveys 
returned following the introduction of medical students. 
The survey response rate was 22.8% for Site A for January 
2011-October 2011and 17.2% for Site B for the entirety of 
the study period. Response rate data prior to January 1, 2011 
for Site A was not available. The surveys in this study were 
administered by a third party; only the total number of surveys 
returned and the rate of return were reported to the institutions. 
As such, we were unable to directly ascertain the reasons 
behind the increased total number of surveys at Site A in the 
post-medical student period. 

Two individuals at Site A and three individuals at Site B 
did not answer the “would you recommend” question in the 
pre-student period. Following the introduction of students, 
two individuals at Site A and six individuals at Site B did not 
complete the “overall rating” component of the survey. 

For Site A, we were unable to detect a statistically 
significant difference in the percentage of positive response 
for the “would you recommend” question when the adult 
(p=0.549), pediatric (p=0.284), or all-patient (p=0.238) groups 
were analyzed (Table 1). For the same query at Site B, we 
were again unable to detect a statistically significant difference 
in the percentages of patients giving a positive response to 
the “would you recommend” question in the adult (p=0.353), 
pediatric (p=0.758), or all patients (p=0.756) (Table 2). 

Regarding the “overall rating” component of the survey, 
when we analyzed all patients at Site A, the percentage of 
patients giving an overall rating of “excellent” or “9/10 and 
10/10” increased from 60.3 to 68.2 (p=0.038). However, 
when broken down into subgroups, we were unable to detect a 
statistically significant difference between the adult (p=0.347) 
or pediatric (p=0.062) groups (Table 1). For the same measure 
at Site B, we were unable to detect a statistically significant 
difference in the adult (p=0.738), pediatric (p=0.554), or all 
patient (p=0.476) groups (Table 2). 

Table 3 illustrates the pooled patient satisfaction data from 
both sites. For the “would recommend” question, we were 
unable to detect a statistically significant difference in the 
percentage of positive response in the adult (p=0.976), pediatric 
(p=0.203), or all patient groups (p=0.333). Finally, when 
analyzing the pooled data for the “overall rating” question, we 

were unable to detect a statistically significant difference in the 
before or after medical student groups in the adult (p=0.817), 
pediatric (p=0.791), or all patient (p=0.625) groups. 

DISCUSSION
Patient satisfaction is becoming increasingly important for 

the practicing emergency physician. To date, no prior study 
has analyzed the effect of medical student learners on patient 
satisfaction in the ED setting. In both EDs, there were no 
medical students or residents present anywhere in the hospital 
prior to the start date of medical students. While most teaching 
settings do not have a discrete start date for learners in their 
facility, the lack of students prior to a certain time point allows 
for a direct evaluation of the impact of medical students upon 
patient satisfaction scores. 

The addition of learners to a clinical environment adds 
an additional step in the patient’s visit to the ED where the 
student first evaluates the patient and subsequently presents 
the findings to an attending physician. Previous work has 
illustrated that while medical students reduce the time to 
medical provider, the total length of stay for patients seen 
by a medical student in the ED is increased by an average 
of 24 minutes.8 Total length of stay is certainly an important 
metric that many EDs follow closely; however, reduced door-
to-provider time has been associated with increased patient 
satisfaction scores.9 Our study did not measure door-to-
provider time directly; however, in a single coverage ED, it is 
possible that medical students impact this positively and may 
be an area of additional study. 

In the past, patients have generally viewed the 
involvement of medical students in their care positively. 
Prislin et al. evaluated patient perceptions of medical 
student participation in a family medicine clerkship at both 
community-based and tertiary academic clinics–89% of 
surveyed patients responded that being seen by a medical 
student was an enjoyable experience and 77% of patients 
responded that they felt medical student participation 
improved the quality of care they received.10 More recently, 
a Colombian group found that the introduction of medical 
students into the inpatient setting improved patient perception 
of quality of care and overall satisfaction.11 While our study 
failed to detect a significant positive difference in most of 
our measured outcomes, the lack of a negative effect may 
be reassuring for community-based physicians considering 
becoming involved in medical student education. Given the 
increasing demand for medical student education sites and 
increasing viability of community-based EDs as clinical 
teaching sites, our results suggest that the presence of medical 
students does not affect patient satisfaction scores, and 
patient satisfaction alone should not be considered a barrier to 
introducing medical students into clinical venues. 

LIMITATIONS
Our study has several limitations. First, this study was 
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“Would you recommend?” “Overall rating”
 Before students After students  Before students After students

Pediatrics 84.1 (n=113) 79.3 (n=256) 50.9 (n=114) 61.3 (n=253)
Adult 84.4 (n=109) 81.9 (n=264) 70.0 (n=110) 74.7 (n=265)
Overall 84.2 (n=222) 80.6 (n=520) 60.3 (n=224) 68.2 (n=518)*

Table 1. Percentage of positive responses to the “would you recommend” and “Overall rating” items at Site A before and after the 
introduction of medical students.

“Would you recommend?” “Overall rating”
 Before students After students  Before students After students

Pediatrics 84.85 (n=99) 83.1 (n=71) 81.82 (n=99) 85.29 (n=68)
Adult 83.11 (n=148) 86.93 (n=153) 83.45 (n=145) 84.87 (n=152)
Overall 83.98 (n=247) 85.02 (n=224) 82.64 (n=244) 85.08 (n=220)

Table 2. Percentage of positive responses to the “would you recommend” and “Overall rating” items at Site B before and after the 
introduction of medical students.

performed at two sites within the same health system and 
used only NRC Picker survey results, and the results may not 
be generalizable. The analyzed outcomes assessed patient 
satisfaction with their entire visit. We believe that this is an 
appropriate measure of patient satisfaction as they represent 
the primary outcome measures reported by the institution as 
part of CMS VBP and therefore are meaningful outcomes to 
the institution and practicing physicians. However, multiple 
possible confounders could affect the patient’s impression of 
the entire visit. We also did not evaluate individual physician 
satisfaction scores, though this is an area for potential, future 
study. This study analyzed a relatively short time period, 
and does not evaluate larger trends in satisfaction scores. We 
acknowledge that many health systems are applying service 
initiatives to increase scores, and this “snapshot” does not 
evaluate the effect of such efforts. 

Due to the fact that patient satisfaction surveys are de-
identified, we were unable to focus our analysis on only those 
patients evaluated by a medical student. Although creation of a 
separate survey instrument with similar queries would allow for 
analysis of patients evaluated by a medical student, our study is, 
to our knowledge, the first to analyze the impact of introducing 
learners into a clinical environment upon data used for CMS 
reporting and quality metrics. Finally, our study was powered 
to detect a 15% difference. While this is a sizable difference, it 

was chosen in part because Site B is a newly opened hospital, 
with a limited time of pre-learner data. This limits our ability to 
detect small differences over a long period of observation. 

CONCLUSION
This study suggests that introducing medical students 

into a community ED does not have a significant impact on 
patient satisfaction scores. With increasing emphasis on patient 
satisfaction, the results of this study suggest that sites considering 
participating in medical student training should be assured that 
students do not have a negative impact upon patient satisfaction. 
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“Would you recommend?” “Overall rating”
 Before students After students  Before students After students

Pediatrics 84.85 (n=212) 80.13 (n=327) 65.27 (n=213) 66.38 (n=321)
Adult 83.66 (n=257) 83.75 (n=417) 77.65 (n=255) 78.41 (n=417)
Overall 84.08 (n=469) 81.93 (n=744) 71.95 (n=468) 73.23 (n=738)

*Differences in percentages were found to be statistically significant (p<0.05).

Table 3. Combined percentages of positive responses for both clinical sites before and after the introduction of medical students.
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Introduction: Emotional Intelligence (EI) is defined as an ability to perceive another’s emotional 
state combined with an ability to modify one’s own. Physicians with this ability are at a distinct 
advantage, both in fostering teams and in making sound decisions. Studies have shown that 
higher physician EI’s are associated with lower incidence of burn-out, longer careers, more positive 
patient-physician interactions, increased empathy, and improved communication skills. We explored 
the potential for EI to be learned as a skill (as opposed to being an innate ability) through a brief 
educational intervention with emergency medicine (EM) residents.   

Methods: This study was conducted at a large urban EM residency program. Residents were 
randomized to either EI intervention or control groups. The intervention was a two-hour session 
focused on improving the skill of social perspective taking (SPT), a skill related to social awareness. 
Due to time limitations, we used a 10-item sample of the Hay 360 Emotional Competence Inventory 
to measure EI at three time points for the training group: before (pre) and after (post) training, and at 
six-months post training (follow up); and at two time points for the control group: pre- and follow up. 
The preliminary analysis was a four-way analysis of variance with one repeated measure: Group x 
Gender x Program Year over Time. We also completed post-hoc tests. 

Results: Thirty-three EM residents participated in the study (33 of 36, 92%), 19 in the EI intervention 
group and 14 in the control group. We found a significant interaction effect between Group and 
Time (p<0.05). Post-hoc tests revealed a significant increase in EI scores from Time 1 to 3 for the EI 
intervention group (62.6% to 74.2%), but no statistical change was observed for the controls (66.8% 
to 66.1%, p=0.77). We observed no main effects involving gender or level of training. 

Conclusion: Our brief EI training showed a delayed but statistically significant positive impact on 
EM residents six months after the intervention involving SPT. One possible explanation for this 
finding is that residents required time to process and apply the EI skills training in order for us to 
detect measurable change. More rigorous measurement will be needed in future studies to aid in the 
interpretation of our findings. [West J Emerg Med. 2015;16(6):899–906.]

Ohio State University College of Medicine, Department of Emergency Medicine, 
Columbus, Ohio

INTRODUCTION
Emotional intelligence (EI) is a complex construct 

involving the perception, processing, regulation and 

management of emotions.1 Mayer and Salovey define EI 
“as a four dimensional construct, comprising the abilities 
to perceive emotion, use emotion to facilitate thought, 
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understand emotions, and manage emotion.”2 EI is a construct 
distinctly different from personality or general intelligence, 
and has been shown to be a practical predictor of job 
performance within the most competitive professions such as 
business, engineering, or medicine.3-5 

EI is thought to involve four distinct measurable skill 
sets: self-awareness, self-management, social awareness, and 
relationship management.9 While some debate exists as to 
whether EI is a state (learned) or trait (innate), we conceive of 
EI as a fluid construct, susceptible to improvement or decline.7-10 

Although EI is a distinctly different construct than 
cognitive intelligence (sometimes expressed as intelligence 
quotient (IQ), and derived from a score on a mental abilities 
test), the two are thought to have a complex interaction when 
involved with decision-making in an emotionally charged 
environment.1-3 In an emotionally charged environment, 
individuals with both high EI and IQ are thought to be able to 
mediate the effects of their own, and others’ emotions in order 
to make sound judgments.1

EI and Physician Development
For physicians, EI’s pattern of change over time runs 

counter to change for individuals in other fields.11-14 Some 
studies have demonstrated that physician EI deteriorates 
over time and as training progresses, while professionals in 
other fields tend towards improvements in EI over time and 
with experience.12,14,15 Deterioration in physician EI has been 
attributed to de-sensitization effects from medical training, 
de-personalization of the patient-physician relationship, and 
burnout.1,11,12,15 Burnout, which can lead to premature career 
termination, is a common problem in medicine with reported 
rates as high as 50% in medical students, 75% for residents, 
and 60% in practicing physicians.11,15

A growing body of literature examines the relationship of 
EI to resident physician wellness, how it relates to resilience 
during training, and how it impacts career success including 
career satisfaction and career longevity.11,12,14,15 EI in and of 
itself has been shown to be a predictor of success in residency 
training.11 Residents with low EI are ill-equipped to cope with the 
stressors of training and practice, and tend to leave the profession 
earlier.5,11,15,16 Residents with high EI have been shown to have 
more pro-social behavior, better academic performance, better 
relationships with patients, and longer careers.11,15 

Strategies for Teaching EI 
Teaching strategies to improve an individual’s EI vary from 

simple training in identifying nonverbal cues for emotions, to 
more advanced exercises in self-reflection and identification 
of situational stressors.9,10,17,18 Workplace interventions include 
education about burnout, workload modifications, increasing 
the diversity of work duties, stress management training, 
mentoring, team-building, communication skills, and wellness 
workshops.19-21 The ideal intervention for professionals 
would effectively improve EI in the workplace without huge 

investments of time and resources. 
Successful EI training programs have been conducted at 

both the undergraduate and graduate medical education levels, 
suggesting that interventions can be effective during these 
periods of physician development.17,20-23 

Simulated patient encounters with feedback have been 
used to teach individuals, whereas small-group discussion 
formats have been used to develop EI collectively across 
groups.20,22-24 Some studies have shown that female students 
are more amenable to and gain more from EI training than 
their male counterparts.23 Some EI training has yielded mixed 
or ineffective results, including some with considerable 
expenditures of effort and time.16 Generally, the most effective 
training has been coupled with clinical experience.17,22

Measuring EI
There are numerous instruments and scales that purport 

to measure EI or components of EI. MacCann et. al. reviewed 
four primary EI instruments including the Emotional Quotient 
Inventory (EQ-i), the Schutte Self-Report Inventory (SSRI), 
the Hay 360 Emotional Competence Inventory (ECI), and the 
Mayer, Salovey, Caruso EI Test (MSCEIT).25 The instruments 
are based on slightly varied conceptualizations of the EI 
construct. The MSCEIT treats EI as a trait or ability, while 
the other three are considered mixed models because some of 
the items resemble those found on conventional personality 
tests, while others are more related to skills or competencies.25 
The instruments vary widely on the composition of their 
parts or subscales, response options, tasks, stimuli, and 
methods for scoring.25 All four EI assessment instruments are 
comprehensive, complex, and time-consuming.25 

 
Purpose 

The purpose of this study was to measure the effects 
of a brief educational intervention designed to improve the 
general EI of EM residents. Specifically, we taught a group of 
residents one EI-related skill called social perspective-taking 
to see if it would improve their EI as operationalized by scores 
on a 10-item sample from the Hay 360 ECI.26,27 

METHODS
This study was conducted at a large, academic, urban EM 

residency training program in the Midwest, during academic 
year 2011-12. The residency is a three-year program, with 12 
residents per class, post-graduate year (PGY) 1-3. Residents at 
all three levels participated in the study, which was reviewed 
and approved by our institution’s behavioral sciences 
institutional review board.

Study Design  
We used a pre-test, post-test, six-month follow-up 

randomized control group design. EM residents were assigned 
to either an intervention (experimental) group or a control 
group. The assignments were random, but stratified to assure 
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that both groups had equal numbers of residents from each 
class and each gender. Both groups were given the sample Hay 
360 ECI as a pre-test. The intervention group completed the EI 
training session and completed the sample Hay 360 ECI as a 
post-test. Both the intervention and control groups completed 
the sample Hay 360 ECI as a six-month follow-up assessment. 

Educational Intervention 
As are most EM residency curricula, ours is densely 

packed with compulsory content material. Subsequently, our EI 
intervention and assessments needed to fit into two conference 
sessions of two hours in length, offered six months apart and 
alternated with another program activity. Accordingly, our 
intervention group participated in the EI training in the first 
two-hour session, and the control group received the training six 
months later in the second two-hour session. 

Time restrictions required us to limit instruction to one 
sub-skill from one of the primary EI skills, social awareness. 
We focused on social awareness because of its importance 
in the clinical setting, and because of its relationship to 
communication. Social awareness encompasses the sub-skills 
of empathy, organizational awareness, and social perspective 
taking (SPT). SPT is a skill related to understanding another 
individual’s viewpoint. Someone with skill in SPT can 
“accurately infer the thoughts and feelings of others.”4,5,18,28,29 
SPT has been shown to predict better communication skills 
in practitioners and trainees in both nonmedical and medical 
careers.5,28-30 We hypothesized that the associated sub-skill of 
SPT could be taught within our available time limits and that 
focus on this particular skill would lead to measureable results. 

We would have preferred to use the Hay 360 ECI as our 
measure of EI for three primary reasons. First, the conceptual 
framework of the instrument was most consistent with our 
conceptual framework of EI. Second, the assessment uses 
scenarios as prompts and partial credit scoring, which fit with 
our repeated measures research design. In other words, we felt 
that this format would be the least likely to yield a practice 
effect. Third, the ECI included subscales most directly related 
to our instruction: empathy, social awareness and SPT. 

However, due to cost in time and money, we were 
restricted to using a measure that was brief, and freely 
available. Fortunately, we were able to identify a short, sample 
version of the Hay 360 ECI called The Hay 360 EI Quiz. This 
was available on the publisher’s website, and it took less than 
10 minutes for the residents to complete (see Appendix A).31 

At the beginning of the first EI intervention session, both 
groups completed the 10-item sample Hay 360 ECI assessment. 
The control group was then dismissed to a separate conference 
room for an unrelated residency program activity, while the 
treatment group remained for the EI intervention. 

The EI intervention was modeled after similar 
programs for physicians and trainees in internal medicine 
and family medicine.15,20 Due to time limitations, we chose 
to focus our training on two very specific components of 

EI, compassion and SPT.4,28,32 The session was introduced 
with a lecture covering basic EI vocabulary and concepts, 
a description of environmental stressors common to EM 
residents, and then a brief description about the intended 
benefits of EI training activities. A video of an interview 
with Daniel Goleman a leading authority on the topic of 
EI, and a video of a TED-Talk lecture delivered by Daniel 
Goleman on the topic of compassion were interspersed into 
the introductory lecture.5,32 The lecture was followed by a 
series of four case scenarios, each involving a person in 
distress. The cases included a list of suggested actions that 
an external observer might take, including the reasons why 
they might take that action. 

The first two cases were presented and discussed with the 
entire intervention group. Participants were asked questions 
about the cases to guide them to identify the source of distress, 
the cause of the distress, potential environmental factors, and 
how the perspective one takes might impact their response 
to the situation. Two subsequent cases were discussed in 
facilitated small groups. At the end of the session, each small 
group presented their case analysis, their response, and a 
defense of their response. The session concluded with a 
debriefing in which the “best” responses to each case were 
identified along with explanations. (See Appendix B for more 
thorough description of the program.) 

The 10-item sample Hay 360 ECI survey was 
administered to the intervention group at the conclusion of the 
intervention session.31 Over the following six months, during 
their regular clinical work in the emergency department, 
residents in both groups received regular clinical performance 
feedback including that which involved ACGME Milestones 
in interpersonal communication. Both the intervention group 
and control group retook the 10-item sample Hay 360 ECI 
survey at the end of the six-month period. 

Data Analysis 
The overall study design involved four independent 

variables: group (intervention vs. control); gender (female vs. 
male); program year (1 vs. 2 and 3); and time (1: pre-intervention, 
2: post-intervention, and 3: six-month follow up). There was one 
dependent variable, the sample Hay 360 ECI as a measure of 
EI. The preliminary omnibus analysis was a 4-way analysis of 
variance (ANOVA) with one repeated factor (time). Since both 
groups (intervention and controls) were not measured at all three 
time periods, we dropped time 2 from this analysis. 

Due to the repeated measure nature of our design, 
we used partial eta2 for computations of effect size, as 
suggested by Brown.33 We further analyzed the significant 
two-way interaction of group x time with an analysis of the 
simple effects of groups separately using paired t-tests.34 
Since the simple effect was significant for the intervention 
group only, we conducted a 1-way repeated measures 
ANOVA as a post-hoc analysis of their sample Hay 360 
ECI score change over time. 
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RESULTS
Thirty-three EM residents participated in the study (33 

of 36, 92%), 19 in the EI intervention group and 14 in the 
control group. Participants were evenly split by gender (16 
women, 17 men), and by program year (13 PGY-1, 9 PGY-
2, and 11 PGY-3) (Table 1). Due to scheduling conflicts, 
we ended up with slightly more PGY-3 residents in the 
intervention group. So to verify the equivalence of the 
groups at baseline, we ran an independent t-test and found 
the two groups to be statistically equivalent, (Intervention 
Mean=62.6; Control Mean=66.8; t= -1.02; df=31; p=0.316).

The four-way ANOVA with one repeated measure resulted 
in a significant interaction effect between group and time 
(F=7.16(1,21); p<0.05). No other main effects or interactions 
were statistically significant (Tables 2, 3a, and 3b). The means 
plot (Figure 1) of this interaction shows a marked increase in 
EI score for the intervention group and no detectable change in 
EI score for the control group. The partial eta2 effect size of the 
group x time interaction was 0.25, which is considered large.35

We analyzed the significant interaction with an analysis 
of simple effects. This was accomplished through paired 
t-tests of each group’s pre- and post-EI score for each group 
separately. We found that the change in EI mean scores for 
the intervention group from Time 1 to Time 3 (62.6 to 74.2) 
was significant (t1,18= -3.54; p<0.01) while the change over the 
same time period for the control group (66.8 to 66.1) was not 
(t1,13=0.31; p=0.77). 

Finally, we looked at just the intervention group’s mean 
scores over time with a one-way repeated measures ANOVA. 
The results showed that there was no significant change from 
Time 1 to Time 2 (Mean1=62.6; Mean2=65.0; F1,18=0.98; 
p=0.34), but there was a significant change from Time 2 
to Time 3 (Mean2=65.0; Mean3=74.2; F1,18=7.81; p<0.05) 
(see Figure 2). The associated partial eta2 effect size for this 
analysis was also large, 0.31. 

To summarize, the significant interaction between group 
and time can be explained by a significant increase in the 

intervention group’s score on the 10-item sample of the Hay 
360 ECI Test over the time before the intervention to the six-
month follow up. The control group’s scores remained about 
the same over that period of time. The significant increase 
in EI for the treatment group was not detected immediately 
following the intervention; instead, it was observed six months 
after the EI training. 

DISCUSSION
We developed an educational intervention designed 

to improve EI as characterized by the skill of SPT. The 
intervention was customized for EM residents, and was 
intended to be brief, so as not to compete for curricular time 
with other topics. Our review of the literature yielded very 
few studies on attempts to improve EI in the EM resident 
population, a medical specialty that commonly works in an 
emotionally charged environment and is prone to professional 
burnout.36,37 Our hope is that this study can serve as impetus for 
continued efforts to study EI improvement in EM residents. 

As expected, pre- and post-EI scores for our control 
group remained relatively stable. The stability in the control 
group’s scores over time, taken together with the changes 

Control Intervention Total
Gender

Female 8 (24.2) 8 (24.2) 16 (48.5)
Male 6 (18.2) 11 (33.3) 17 (51.5)
Total 14 (42.4) 19 (57.6) 33 (100)

Program year
1 6 (18.2) 6 (18.2) 12 (36.4)
2 4 (12.1) 5 (15.2) 9 (27.3)
3 4 (12.1) 8 (24.2) 12 (36.4)
Total 14 (42.4) 19 (57.6) 33 (100)

Table 1. Counts and percentages of 33 emergency medicine 
resident participants in emotional intelligence training by gender 
and program year.

Source: 4-Way ANOVA with 1 
repeated factor (Time) F P value

Effect 
size*

Main effects 
Group (experimental vs. control) 0.26 NS
Gender 1.01 NS
PGY level 1.02 NS
Time (pre-intervention vs. 6-month 
follow-up)

7.49 0.012 0.263 

2-way interactions
Gender x time 0.03 NS
Group x time 7.16 0.014 0.254
PGY level x time 0.33 NS
Group x gender 1.25 NS
Group x PGY level 0.13 NS
Gender x PGY level 0.88 NS

3-way interactions
Gender x group x time 0.15 NS
PGY level x group x time 1.03 NS
PGY level x gender x time 1.77 NS
Group x PGY level x gender 0.18 NS

4-way interactions
Gender x group x PGY level x time 0.94 NS

Table 2. Analysis of variance (ANOVA) results of emotional intel-
ligence measures of 33 emergency medicine residents comparing 
intervention group, gender and program year level (PGY) at two 
time periods: Before Intervention, and six-months later.

NS, not significant
*Partial Eta Squared
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Group PGY-level Mean SD N
Female

Intervention PGY 1 55.0 13.2 3
PGY 2 70.0 14.1 2
PGY 3 50.0 17.3 3
Total 56.9 15.3 8

Control PGY 1 65.0 18.0 3
PGY 2 72.5 10.6 2
PGY 3 65.0 5.0 3
Total 66.9 11.3 8

Total PGY 1 60.0 15.2 6
PGY 2 71.3 10.3 4
PGY 3 57.5 14.1 6
Total 61.9 14.0 16

Male
Intervention PGY 1 68.3 2.9 3

PGY 2 63.3 5.8 3
PGY 3 68.0 7.6 5
Total 66.8 6.0 11

Control PGY 1 70.0 17.3 3
PGY 2 62.5 10.6 2
PGY 3 65.0 0.0 1
Total 66.7 12.5 6

Total PGY 1 69.2 11.1 6
PGY 2 63.0 6.7 5
PGY 3 67.5 6.9 6
Total 66.8 8.5 17

Total
Intervention PGY 1 61.7 11.3 6

PGY 2 66.0 8.9 5
PGY 3 61.3 14.3 8
Total 62.6 11.7 19

Control PGY 1 67.5 16.0 6
PGY 2 67.5 10.4 4
PGY 3 65.0 4.1 4
Total 66.8 11.4 14

Total PGY 1 64.6 13.6 12
PGY 2 66.7 9.0 9
PGY 3 62.5 11.8 12
Total 64.4 11.6 33

Table 3a. Pre emotional intelligence score. Descriptive statistics 
(mean, standard deviation [SD], and number) of emotional intel-
ligence measure for 33 emergency medicine residents broken 
down by gender, post-graduate year (PGY) and intervention/con-
trol groups before intervention.

Table 3b. Six-month follow-up emotional intelligence score. De-
scriptive statistics (mean, standard deviation [SD], and number) of 
EI measure for 33 emergency medicine residents broken down by 
gender, post-graduate year (PGY) and intervention/control groups 
six months after intervention.

Group PGY-level Mean SD N
Female

Intervention PGY 1 66.7 5.8 3
PGY 2 75.0 14.1 2
PGY 3 71.7 7.6 3
Total 70.6 8.2 8

Control PGY 1 61.7 14.4 3
PGY 2 72.5 3.5 2
PGY 3 65.0 5.0 3
Total 65.6 9.4 8

Total PGY 1 64.2 10.2 6
PGY 2 73.8 8.5 4
PGY 3 68.3 6.8 6
Total 68.1 8.9 16

Male
Intervention PGY 1 85.0 5.0 3

PGY 2 80.0 5.0 3
PGY 3 70.0 11.7 5
Total 76.8 10.6 11

Control PGY 1 61.7 22.5 3
PGY 2 75.0 0.0 2
PGY 3 65.0 0.0 1
Total 66.7 15.7 6

Total PGY 1 73.3 19.4 6
PGY 2 78.0 4.5 5
PGY 3 69.2 10.7 6
Total 73.2 13.1 17

Total
Intervention PGY 1 75.8 11.1 6

PGY 2 78.0 8.4 5
PGY 3 70.6 9.8 8
Total 74.2 9.9 19

Control PGY 1 61.7 16.9 6
PGY 2 73.8 2.5 4
PGY 3 65.0 4.1 4
Total 66.1 12.0 14

Total PGY 1 68.8 15.5 12
PGY 2 76.1 6.5 9
PGY 3 68.8 8.6 12
Total 70.8 11.4 33
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in the intervention group’s scores indicate that the test was 
neither intuitive nor learned, so that our results cannot be 
attributed solely to testing effects. Additionally, the six-month 
period between our initial and final assessments represented a 
satisfactory washout period.

We did not detect significant improvement in EI scores 
immediately following the brief intervention. However, at 
testing six months post-intervention, the intervention group’s 
EI scores significantly improved, whereas the control group’s 
scores had not. Intuitively, we would have expected the 

training effect to be apparent at the initial post-intervention 
assessment. Instead, consistent with other studies, we found 
that residents required time to process and apply the EI skills 
training in the clinical setting.17,22 Perhaps the traditional 
feedback related to interpersonal communications and 
received through clinical performance evaluations was more 
meaningful to the treatment group when compared to the 
control group. 

Prior literature has demonstrated that in the general 
population, EI improves over a lifetime and is influenced 
by life experience.4,11-14 However, in physicians, research 
has shown that EI tends to decrease over time and 
particularly during the course of residency training.11-14 
As such, the gains in physician EI we observed after our 
intervention represent a notable reversal of the decline in 
EI normally associated with physician development through 
residency training.

LIMITATIONS
While we tried to study the impact of this brief 

intervention using an experimental design, there are certainly 
limitations to this study. First, we believe we did not observe 
significant main effects across gender or length of training 
because of the relatively small size of these subgroups within 
our population. However, we believe that collectively we 
had sufficient power to accurately assess the effects of the 
intervention over time. Further studies of the intervention’s 
effect on EM residents at other program sites and to 
residents in other specialties are needed to determine the 
generalizability of our findings. 

Second, due to time limitations we designed our 
intervention to specifically focus on one small aspect of EI, 
the skill of SPT because of its relationship to engagement with 
others; i.e. you have to notice or observe distress in others in 
order to be able to act or make a compassionate choice.32 Yet 
our small intervention on only one sub-skill of the many that 
comprise EI was found to improve a score reflective of total 
EI. Further research is needed to help explain the nature of the 
relationship between SPT and total EI.

Finally, we acknowledge that a major limitation of this 
study is that we used a measurement instrument that was 
only a sample of the full battery of the Hay 360 ECI (or the 
ECI-U for university students). Further research is needed to 
determine whether the full battery ECI-U would have yielded 
the same results.

CONCLUSION
In summary, we were able to observe improved scores 

on a measure of EI in EM residents with a brief intervention 
designed to improve the residents’ skill in SPT. Interestingly 
however, the improvement was not immediate and only 
observed after a six-month delay. We conclude from this finding 
that the SPT skill required additional practice with specific 
feedback about interpersonal communications in the clinical 

Figure 1. Line graph of the 2-Way Interaction between groups of 
Emergency Medicine Residents (intervention vs. control) and time 
(EI pre-test and EI six-month follow up).
ECI, emotional competence inventory

Figure 2. Line graph of the emergency medicine resident 
intervention group’s mean emotional intelligence scores over 
three time periods: pre-test, post-test, and six-month follow up.
EI, emotional intelligence
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setting to be fully realized by our residents. Those who received 
the EI training were better able to internalize feedback on social 
interactions than were trainees without the brief intervention. 
Given the importance of physician communication skills to 
patient satisfaction, this research is all the more timely. 
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Introduction: Traditional Advanced Cardiac Life Support (ACLS) courses are evaluated using written 
multiple-choice tests. High-fidelity simulation is a widely used adjunct to didactic content, and has been 
used in many specialties as a training resource as well as an evaluative tool. There are no data to our 
knowledge that compare simulation examination scores with written test scores for ACLS courses. 

Objective: To compare and correlate a novel high-fidelity simulation-based evaluation with 
traditional written testing for senior medical students in an ACLS course. 

Methods: We performed a prospective cohort study to determine the correlation between simulation-
based evaluation and traditional written testing in a medical school simulation center. Students 
were tested on a standard acute coronary syndrome/ventricular fibrillation cardiac arrest scenario. 
Our primary outcome measure was correlation of exam results for 19 volunteer fourth-year medical 
students after a 32-hour ACLS-based Resuscitation Boot Camp course. Our secondary outcome 
was comparison of simulation-based vs. written outcome scores. 

Results: The composite average score on the written evaluation was substantially higher (93.6%) 
than the simulation performance score (81.3%, absolute difference 12.3%, 95% CI [10.6-14.0%], 
p<0.00005). We found a statistically significant moderate correlation between simulation scenario 
test performance and traditional written testing (Pearson r=0.48, p=0.04), validating the new 
evaluation method.

Conclusion: Simulation-based ACLS evaluation methods correlate with traditional written testing 
and demonstrate resuscitation knowledge and skills. Simulation may be a more discriminating and 
challenging testing method, as students scored higher on written evaluation methods compared to 
simulation. [West J Emerg Med. 2015;16(6):907–912.]

INTRODUCTION
There is early and promising evidence that high-fidelity 
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simulation may be more effective in training healthcare 
providers in the management of critically ill patients.1-4 



Western Journal of Emergency Medicine 908 Volume XVI, no. 6 : November 2015

Correlation of Simulation Examination to Written Test Scores Strom et al.

Previous work has reported its use to assess the psychomotor 
performance of senior medical students on the American 
Heart Association’s (AHA) standardized Advanced Cardiac 
Life Support (ACLS) clinical resuscitation scenarios.5 
This research showed that a simulation-based course in 
ACLS resulted in enhanced student performance, with 
improved critical action completion, clinical knowledge 
and psychomotor skill application, and decreased time to 
cardiopulmonary resuscitation (CPR) and defibrillation. 

Student assessment of knowledge acquisition after an 
ACLS course is traditionally performed using multiple-
choice testing alone, with practical skills demonstration of 
basic airway management, CPR and defibrillation. Although 
with little evidence to support its use, written evaluations for 
the assessment of critical management skills has been the 
historical standard. The advent of evidenced-based medicine 
and medical simulation has created debate on the optimal 
evaluation method to assess medical students’ ability to 
manage critically ill patients. 

We are not aware of any literature that evaluates the 
relationship between integrated high-fidelity simulation-based 
methods and traditional written cognitive testing with non-
integrated psychomotor performance.6 This evaluation was 
recommended as one of the critical steps of core competency 
assessment by a professional academic society working group 
on assessment of observable learner performance. 

The objective of our study was to correlate results of a 
novel high-fidelity simulation-based evaluation method with 
traditional written evaluation for senior medical students 
enrolled in an ACLS course. 

METHODS 
We performed a prospective cohort study evaluating the 

correlation between high-fidelity simulation-based evaluation 
with traditional written testing for senior medical students 
enrolled in an ACLS course. The study was conducted in a 
medical school simulation center. We obtained institutional 
review board approval to record simulation sessions and 
collect patient management data from 19 student volunteers 
(11 females), most interested in careers in emergency 
medicine, anesthesiology, or surgery. The course was held 
over a four-day period in one school week in the last quarter 
of the senior year. We recorded each student managing 
a standard acute coronary syndrome (ACS)/ventricular 
fibrillation (VF) cardiac arrest scenario just prior to the start of 
the course, and then tested them in both written and simulation 
format (identical cardiac arrest scenario) upon completion 
of the course. The 32-hour course consisted of 12 hours of 
didactics, eight hours of simulation training, eight hours of 
self-study time, and four hours of post-course practical and 
written testing.

The three traditional written evaluation instruments were 
the following: 1) a multiple-choice test, 2) a cardiac rhythm 
test, and 3) a clinical management test. The 36 questions of 

multiple choice were developed by the AHA, which covered 
the breadth of content from the ACLS Student Manual. The 
questions focused on basic and advanced airway management, 
algorithm application, resuscitative pharmacology, and special 
situations like drowning and stroke recognition. The rhythm 
knowledge evaluation consisted of 20 examples of various 
brady-and tachyarrhythmias, heart blocks and asystole/agonal 
rhythm to which the students were required to match rhythm 
diagnoses on a one-to-one basis. The clinical management 
“therapeutic modalities” was a fill-in-the-blank test including 
seven clinical scenarios: ACS, symptomatic bradycardia, 
pulseless electrical activity, refractory VF, stable and then 
unstable ventricular tachycardia, third-degree heart block, 
and asystole (appendices 1, 2 and 3). All written evaluation 
tools were based on content from the ACLS student manual 
or obtained from the AHA. All testing protocols and tools 
were evaluated by two expert ACLS instructors/experienced 
clinicians (anesthesiologist and emergency physician) prior to 
implementation of the course. Although we weighted the three 
components equally in the composite “correct answer” score, 
the maximum possible written test points were 36 (multiple 
choice), 20 (rhythms) and 61 (“therapeutic modalities”). 

To assess post-course ACLS skills, students directed 
a high-fidelity simulation scenario of a patient with ST-
elevation acute myocardial infarction, VF cardiac arrest, 
defibrillation, basic and advanced airway management, 
return of spontaneous circulation (ROSC), third-degree heart 
block, hypotension, acidosis and activation of the cardiac 
catheterization team. The simulation-based assessment was 
clinically oriented and approximated the course of events that 
would take place in the management of a real patient. Each 
student was tested without additional team members to whom 
they would normally delegate tasks. 

We judged resuscitation successful and awarded ROSC if 
the student began near-continuous CPR, performed effective 
bag-valve-mask and/or endotracheal intubation, defibrillated 
with appropriate joules, and administered two correct doses 
of epinephrine (or one of vasopressin) and either lidocaine or 
amiodarone in appropriate doses. We calculated the Kappa 
statistic for inter-rater reliability. Disagreements in scoring 
were resolved by jointly reviewing the videos.

Students performed their simulations in a state-of-
the-art simulation center approximating a resuscitation 
room in a modern emergency department. The equipment 
used in the 65,000+ square-foot medical simulation center 
included a SimMan 3G © (Laerdal, Wappinger Falls, NY), 
live defibrillator and crash cart, cardiac monitor, and basic 
and advanced airway equipment. We used B-line Medical 
Simbridge software © (B-line Medical, Washington, DC) for 
video capture, storage and review.

A technical skills checklist of critical actions for the 
scenarios was created by clinical and simulation faculty using a 
modified-Delphi technique. Prior to participation in the ACLS 
course, subjects were recorded performing as team leader in the 
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standard simulation scenario. The students then completed the 
Resuscitation Boot Camp with imbedded ACLS course and, as 
a final test, each student was recorded repeating the same ACS/
VF scenario (12-15 minutes). Two expert ACLS instructors (one 
a regional faculty member) scored the recordings of the before 
and after performances separately on a 121-point scale and 
the mean of their assessments was used for analysis. To foster 
inter-rater reliability, the two instructors jointly developed the 
scoring scheme, identified each action item, agreed to meaning 
of the description of the action, and assigned point values. The 
instructors were not blinded to the study hypothesis, but were 
blinded to the students’ written test performance. 

Our primary outcome measure was the correlation 
between the simulation-based evaluation method and the 
traditional written evaluation. Our secondary outcome was the 
comparison of the two scores between the modalities. 

We excluded one student who scored very poorly on the 
written test component of cardiac rhythm interpretation at 
55% correct. All other students scored 90-100% on this testing 
modality. The excluded student’s overall score was 78.0% 
correct, while all other students scored means of 86.6-98.1% 
correct. Therefore, the excluded student was a clear outlier.

We used t-tests for paired data to compare written and 
simulation test scores, with each student serving as their own 
control. We used linear regression to quantify the relationship 
between the two sets of scores, and set statistical significance at 
p<0.05. (STATA version 12.1, StataCorp, College Station, Texas) 

RESULTS
The composite average score on the three written 

evaluations was substantially higher (93.6%) than the 
simulation performance score (81.3%, absolute difference 
12.3%, 95% CI [10.6-14.0%], p<0.00005). The various 
component mean and SD scores are listed in the Table.

We found a statistically significant moderate correlation 
between simulation scenario test performance and traditional 
written test performance (Figure) (Pearson r=0.48, p=0.04).

Inter-rater reliability for scoring the participants in pre- 
and post- training scenarios was good. The median kappa 
for the 75 test items was 0.68 (interquartile range 0.36-0.94). 
Forty-six items (61%) had kappa >0.60. 

DISCUSSION
We found that high-fidelity simulation-based evaluation 

and traditional written testing for senior medical students in 
an ACLS course correlates well with each other. Simulation is 
being incorporated in the education, training, and evaluation 
of healthcare providers at a rapid pace. As educational 
technology advances rapidly, the research to support its use 
has lagged behind. Traditional written evaluations are widely 
used, and have been accepted as the standard for healthcare 
providers’ ability to manage critical patients. However, as 
simulation is realistic, actively engaging and clinically based, 
healthcare teachers have begun to question written testing.7

Mean+SD
Multiple choice test 89.4+5.7%
Cardiac rhythm test 97.8+10.7%
Clinical management test 93.8+6.3%
Mean of three written tests 93.6+5.0%
Simulation test 81.3+3.2%
Difference 12.3+3.5%

Table. Individual and grouped percent correct performance scores 
for traditional written evaluation vs. simulation evaluation.

 
Figure. Correlation between mean percent correct score on 
traditional three-component written evaluation vs. percent correct 
score on simulation evaluation. Open circle student was excluded 
due to outlying low score on cardiac rhythm test.

We found a positive moderate correlation between 
simulation-based evaluation and traditional written evaluation. 
Other studies have compared the two but did not specifically 
assess correlation, nor report results in medical trainees. 
Rodgers’ study on nursing students in an ACLS course 
completing both a written and practical evaluation concluded 
that written evaluation is, not surprisingly, a poor predictor of 
skill performance.8 Issenberg similarly found no association 
between CPR psychomotor skills and total knowledge in 
nursing students.9 As physician trainees are destined to be 
team leaders in resuscitation, our work is the first to study 
medical students, and therefore adds to this literature.10,11 

The issue of correlation should not be misconstrued as 
equivalence. We contend that the simulation evaluation is 
superior to evaluate psychomotor skills, yet accept the place 
of written evaluation to demonstrate cognitive mastery across 
broad medical content. The correlation demonstrates that 
students who have traditionally done well in written testing 
are likely to also do well in a simulation evaluation. An 
educator should acknowledge that the two evaluation methods 
are complementary, rather than substitutable, and consider 
adding such evaluation to tasks that require manual dexterity 
and critical thinking. Furthermore, simulation requires 
substantial human and capital resources to show competence, 

SD, standard deviation
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and therefore limits its widespread application. Simulation, by 
necessity, focuses on narrow clinical scenarios, which, though 
chosen to represent critical management, cannot cover the 
entire breadth of cardiac resuscitation. Hence both simulation 
and written evaluations are likely necessary. 

Our secondary outcome compared the two scores. The 
composite average score on the written evaluation was 
substantially higher (93.6%) than the simulation performance 
score (81.3%). It is important to note that all 19 students had the 
same training and were evaluated by both written and simulation 
methods. A higher written test score does not mean better 
performance, as the two modalities measure different outcomes. 

Participants find high-fidelity simulation for critical 
event management to be a valuable educational experience.12 
Emotional arousal is effective in memory acquisition13 and 
simulation-based experiential learning has been shown to be 
effective in retention of skills,14 improving clinical outcomes,15 
and reducing error related healthcare costs.16 Furthermore, 
repetition of simulation experience reinforces knowledge 
acquisition and increases confidence.17,18

Written testing has historically been the most common mode 
of evaluation. However, the construct validity of the AHA’s 
ACLS test has been challenged, as nurses’ scores were not shown 
to correlate with performance on resuscitation after an ACLS 
course. These same authors opined that the written testing at least 
had content validity, as the tests questions were drawn directly 
from the student manual. Finally, their analysis supported our 
contention that the two modalities complement each other in 
providing a broad assessment of the learner’s performance.19

Despite these questions, newer examination techniques, 
such as simulation-based evaluations, need to be validated 
before widespread use. Our study provides preliminary 
evidence that will shape this discussion. There has been a 
move toward simulation for assessment, as exemplified by 
a report of five years of certification via Fundamentals of 
Laparoscopic Surgery.20 In addition, simulation is used in both 
initial and maintenance of certification in anesthesiology.21-23 
Hence, it is critical to scrutinize new testing methods to 
validate that they at least approximate traditional techniques.

Students performed better on the written form of testing 
than on the simulation. We believe this indicates that the 
simulation evaluation method is a more demanding measure, 
which emphasizes application of knowledge over rote 
memorization. Furthermore, we found a narrower range of 
student performance with the simulation method (range of 
scores 74.8-87.2%, ∆12.4%) than the written assessment (80.9-
98.2%, ∆17.3%), which indicates a more uniform and direct 
performance in concert with course goals. Since the purpose 
of the boot camp is to prepare students for clinical practice, an 
instrument/method that better generates a consistent execution 
of skills is valued over abstract knowledge applied in isolation. 
In the end, the educator should consider using both methods 
of evaluation when teaching psychomotor skills. In addition, a 
quantitative simulation evaluation with an established “pass” 

threshold should be incorporated, in order to move toward 
competency-based evaluation.

LIMITATIONS
Our study has limitations, including enrolling a small 

sample of self-selected, highly motivated students entering 
the fields of emergency medicine, anesthesiology, or surgery. 
We did not have any baseline data on the subjects’ prior ACLS 
training or experience. However, this did not affect our study’s 
ability to evaluate the relationship between a simulation-
based and written evaluation tool, as students served as their 
own controls. We used a previously non-validated simulation 
evaluation scale with arbitrary weighting of points for critical 
actions (derived from two expert ACLS instructors), though 
the action items had been used for grading in the course for 
15 years. Furthermore, our assessment tool is based on AHA 
guidelines, and is clinically focused on critical action items 
that approximate real clinical care, compared to a multiple-
choice or even fill-in-the-blank format. Our course was non-
traditional and expanded from ACLS, and included advanced 
airway management and additional didactics. However, both 
assessment methods tested knowledge and skills from this 
non-traditional course format, which would not confound 
the assessment methods themselves. Our criterion reference 
was the ACLS written exam. To our knowledge, these test 
questions are not analyzed for reliability or validity. There are 
no previous studies that demonstrate construct validity of the 
AHA written examination or correlate clinical performance 
with the written examination. The correlation between written 
and simulation examination performance in this study does 
demonstrate some degree of construct validity. The written 
examination is based entirely on the ACLS manual and should 
therefore have content validity. 

To provide maximal experience with simulation and to 
reinforce specific and detailed proper ACS/cardiac arrest 
management, we used the same teaching and testing scenario 
and informed the students that the pre- and post-tests would 
be identical. This may have artificially improved post-test 
performance through studying specifically for the known 
test, as well as additional familiarity with the simulation 
technology. We did not control for progressive experience 
and therefore comfort with the mannequin or simulation 
experience, nor was there a traditional ACLS course student 
control group. 

Future studies should use students destined for all 
specialty residencies, and assess the rate of long-term 
retention of psychomotor skills.

We excluded one outlier who scored far below the other 
students, at 55% correct on the rhythm matching test (11/20 
correct). This student scored average on the simulation 
evaluation, which only required identification of three (not 20) 
obvious rhythms. Including this outlier would have made our 
correlation fall short of statistical significance. However, the 
scatter plot visually demonstrates the conclusion that higher 
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written scores are associated with higher simulation scores. 
With our small sample size, one outlier has a higher possibility 
of skewing results away from statistically significant 
correlation. Further research will be needed to determine if 
exclusion of this outlier was appropriate. 

We did not study, nor do we advocate, any particular 
“pass” threshold for simulation evaluation. As in any other 
course, the instructor would need to establish this given the 
difficulty of content, ability of students to master material with 
the course format, and degree of “high stakes” activity.

The three components of the written testing have not 
been correlated with each other, as they are designed to test 
different cognitive skills. Therefore, correlation of their 
aggregate with simulation evaluation may lack a basic level of 
validation. Nevertheless, the simulation is new, labor intensive 
and expensive, and therefore more in need of scrutiny and 
validation. Our results of testing relatively novice learners may 
not be generalizable to more experienced providers. Lastly, the 
simulation evaluation raters had, at best, vague familiarity with 
the students. That they were identifiable on the recordings may 
have introduced an unknown bias into the evaluation.

CONCLUSION
This study is the first to compare written and simulation-

based evaluation in medical students. Simulation-based ACLS 
evaluation methods correlate with traditional written evaluation 
methods, and provide additional opportunity to demonstrate 
competency of resuscitation knowledge and skills. 

Simulation may be a more discriminating and challenging 
testing method, as students scored higher on written 
evaluation methods compared to simulation. The meaning of 
this difference needs clarification through further research.
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Introduction: The effect of emergency department (ED) crowding has been recognized as a 
concern for more than 20 years; its effect on productivity, medical errors, and patient satisfaction 
has been studied extensively. Little research has reviewed the effect of ED crowding on medical 
education. Prior studies that have considered this effect have shown no correlation between ED 
crowding and resident perception of quality of medical education. 

Objective: To determine whether ED crowding, as measured by the National ED Overcrowding 
Scale (NEDOCS) score, has a quantifiable effect on medical student objective and subjective 
experiences during emergency medicine (EM) clerkship rotations. 

Methods: We collected end-of-rotation examinations and medical student evaluations for 21 EM 
rotation blocks between July 2010 and May 2012, with a total of 211 students. NEDOCS scores were 
calculated for each corresponding period. Weighted regression analyses examined the correlation 
between components of the medical student evaluation, student test scores, and the NEDOCS score 
for each period. 

Results: When all 21 rotations are included in the analysis, NEDOCS scores showed a negative 
correlation with medical student tests scores (regression coefficient= -0.16, p=0.04) and three 
elements of the rotation evaluation (attending teaching, communication, and systems-based 
practice; p<0.05). We excluded an outlying NEDOCS score from the analysis and obtained similar 
results. When the data were controlled for effect of month of the year, only student test score 
remained significantly correlated with NEDOCS score (p=0.011). No part of the medical student 
rotation evaluation attained significant correlation with the NEDOCS score (p≥0.34 in all cases). 

Conclusion: ED overcrowding does demonstrate a small but negative association with medical 
student performance on end-of-rotation examinations. Additional studies are recommended to further 
evaluate this effect. [West J Emerg Med. 2015;16(6):913–918.]

INTRODUCTION
Emergency department (ED) crowding has been described 

in emergency medicine (EM) literature as a concern for over 
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20 years.1 Previous reports have noted crowding as a risk factor 
for patients leaving without being seen, increased inpatient 
mortality, increased frequency of medical errors, and increased 
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length of stay for all patients.2-6 Solutions have been proposed 
with the implementation of surge protocols and improvement of 
both ED workflow and downstream factors.7-8 In the academic 
medical setting, an additional concern is the impact of ED 
crowding on resident and medical student education.

Relatively few studies exist in the medical literature 
assessing the effect of ED crowding on the educational 
outcomes of residents and medical students. Investigations 
that have been completed do not generally find significant 
associations between crowding and educational quality. Pines et 
al. found no association between crowding metrics and resident/
medical student assessment of attending physician teaching.9 
Mahler did find that during overcrowded periods, residents 
saw fewer patients and performed fewer procedures; however, 
resident physicians judged the quality of their education as 
unaffected.10 Perceptions of crowding did not correlate with the 
perception of educational quality in another study.11 

The reason for these outcomes may not be immediately 
obvious, as an intuitive understanding of ED crowding 
suggests that limitations on space, resources, and attending 
physician time in periods of crowding would negatively 
impact secondary goals such as education. It has been 
speculated that attending physicians may simply prioritize 
education regardless of crowding status or that crowding 
status itself may not necessarily impose additional workload 
on the ED attending physician.9 Alternatively, less severe ED 
crowding may improve resident education by increasing the 
opportunity for residents to see higher volumes and higher 
acuity patients.12 Evidentiary support for these ideas is limited.

Several measures of ED crowding have been described 
previously in the literature. The ED Work Index (EDWIN) 
identifies ED crowding according to a conceptual formula, 
with good accordance with physician and nurse impressions of 
crowding.13 The National ED Overcrowding Scale (NEDOCS) 
uses five operational variables in a logistic regression model to 
identify periods of crowding.14 Agreement between the models 
is high and both have good discrimination for prediction of 
ED crowding.15

Given the lack of data in this area, we sought to determine 
whether ED crowding, as measured by the NEDOCS score, 
has a quantifiable effect on medical student objective and 
subjective experiences during the EM clerkship rotations.

METHODS
Study Setting and Population

Our setting is an urban Level It rauma center with ED 
residents, a required fourth-year medical student clerkship, 
a 19-member academic faculty, and an approximate annual 
volume of 70,000 adult patients. The facility contains a 
separate dedicated pediatric ED as well; data for this study 
pertained exclusively to the adult ED. The medical student 
rotation at this facility is scheduled in four-week blocks 
occurring between July and April with a single combined 
eight-week block from December-January. Between four and 

21 students rotate through the adult ED at a time, completing 
nine-hour shifts that fall predominately between 9 a.m. and 
11 p.m. Medical students are paired up individually with 
an attending for their shifts, and while there are often other 
learners (i.e., residents) with the attending there is never more 
than one clerkship student with an attending.

Medical students complete a “home-grown” exam of 
objective knowledge at the completion of their rotation 
and additionally complete a survey regarding their 
experiences in several core competency areas as specified 
by the ACGME.16 The medical student survey evaluates 
curriculum organization, patient care experience, bedside 
education, student perception of faculty and residents as 
educators, problem-based learning and improvement (PBLI), 
communication, professionalism, and use of systems-based 
practice on a five-point Likert scale. The student survey 
is administered to our students at the end of every clinical 
clerkship, and has been unmodified for several years, 
providing a readily available anonymous data set that the 
students were accustomed to provide multiple times a year. 
It is written and distributed by our Office of Student Affairs, 
and in addition to providing data for the ACGME, is used 
to generate anonymous feedback and highlight areas of 
excellence and deficiency for each clerkship.

Study Protocol
Approval was obtained from this institution’s research 

review board prior to the initiation of any data collection. 
Between July 2010 and May 2012, medical student survey 
results, end-of-rotation test scores, and NEDOCS scores were 
collected and reviewed on an ongoing basis following the 
completion of each rotation. This period included 20 four-
week rotation blocks and one eight-week rotation block for a 
total of 21 blocks. A total of 211 students rotated through the 
ED in this time period, with between five and 21 (in the eight-
week block) students rotating in the department at one time.

Measurements
First described in 2004, the NEDOCS score quantifies the 

level of ED crowding by measurement of several variables 
related to current ED patient load, admitted patient boarding time, 
and available hospital beds.14 The resulting score is divided into 
ranges of values denoting normal volume (NEDOCS<60), busy 
(61-100), crowded (101-140), dangerously crowded (141-180), 
and disaster-level crowding (>180). These results appear in Table 
1. Data were obtained for this via review of records from the 
ED’s electronic medical record (EDIMS LLC; Parsippany, NJ). 
The NEDOCS score is calculated and recorded hourly at our 
institution, and the crowding numbers from 9 a.m. to 11 p.m. of 
each block were analyzed. 

Student test scores had a maximum value of 100 points; 
student survey responses were scored on a five-point Likert 
scale, where one indicated strong disagreement with a given 
statement and five indicated strong agreement. The student 



Volume XVI, no. 6 : November 2015 915 Western Journal of Emergency Medicine

Wei et al. Emergency Department Crowding

Block of study period Average NEDOC score Percent of time 
overcrowded

Percent of time 
dangerously overcrowded

Percent of time at disaster level

1 69.1 16.6% 7.5% 4.8%
2 58.2 8.3% 1.8% 0.9%
3 63.4 13.9% 3.6% 2.2%
4 61.5 12.5% 4.9% 2.0%
5 66.2 16.1% 4.7% 0.2%
6 64.7 15.2% 0.9% 0.0%
7 75.7 25.4% 9.8% 2.0%
8 68.7 18.8% 2.9% 0.7%
9 65.8 17.9% 1.6% 0.0%
10 67.2 16.1% 2.2% 0.0%
11 52.8 6.3% 0.0% 0.0%
12 58.7 8.3% 0.4% 0.0%
13 58.6 7.4% 3.6% 2.2%
14 76.8 27.7% 3.3% 0.0%
15 70.5 20.1% 1.1% 0.0%
16 76.1 28.6% 4.5% 0.7%
17 69.3 19.7% 3.2% 0.3%
18 70.7 21.9% 0.4% 0.0%
19 77.2 30.4% 2.5% 0.0%
20 74.8 25.9% 3.6% 0.4%
21 90.1 41.3% 9.2% 0.0%
Average 68.4 19% 3.4% 0.7%

Table 1. National Emergency Department Overcrowding (NEDOC) scale data for study period.

survey appears in Appendix 1. 

Data Analysis
We calculated means for student survey results and end-

of-rotation test score by rotation period. Weighted regression 
analyses determined the association between either average 
medical student test scores or average survey responses and 
percent crowding among the 21 blocks between the hours 
of 9 a.m. to 11 p.m. Weighting simultaneously accounted 
for heterogeneous variation in the block-level means due to 
differences between periods in the standard deviations (SDs) 
(in some cases the largest SD was 10 times as large as the 
smallest SD) and in the number of students (ranging from five 
to 21 for test scores and from four to 14 for the survey). The 
weights were set equal to the inverse of the squared standard 
errors of the block average for each particular response. 
Regression coefficients, p-values and r-squared values were 
calculated to assess the fit of the weighted regression models. 
We performed all data analysis using SAS 9.3 for Windows.

RESULTS
During the period of the study, 211 students rotated through 

the ED in 20 four-week blocks and one eight-week block, 

and a total of 10,047 clinical exposure hours were recorded. 
Dividing the clinical hours via NEDOCS, 19% of the period 
recorded as crowded, in 3.4% of the study hours the ED was 
dangerously crowded; and in 0.7% of the study period, the ED 
was at disaster-level crowding. These results appear in Table 
1. The means, SDs, standard errors and ranges of these for the 
student survey responses and test scores, based on the 21 blocks 
of students, are summarized in Table 2. The ranges of standard 
errors for the means indicate the need for weighted regression 
analysis. NEDOCS scores were most highly correlated with 
end-of-rotation test scores (p=0.0003) and student evaluations of 
communication, systems-based practice, and bedside education 
(p=0.0059, 0.023, and 0.016, respectively). In all cases, the 
association was negative, indicating an inverse correlation 
between crowding and positive survey responses/end-of-rotation 
test scores; i.e, the more crowded the ED was, the worse the 
survey responses and test scores were. However, associations 
with student evaluations of patient care, faculty/resident teaching, 
PBLI, and professionalism did not reach statistical significance. 

Examination of the NEDOCS score distributions revealed 
a single outlier that was more than 10 points higher than the 
next highest block’s NEDOCS score. This had the potential to 
unduly influence the results of the regression analysis; thus, 
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Variable Mean (SD) Range of averages Range of SE* Regression coefficient p-value R2 value
NEDOCS 68.40 (8.12) 52.8-90.1 -- -- -- --
Test score 83.78 (1.88) 80-86.77 1.04-3.34 -0.16 0.0003 50%
Organization 4.35 (0.24) 3.67-4.68 0.02-0.20 0.0077 0.065 17%
Patient care 3.91 (0.23) 3.34-4.31 0.17-0.80 0.0029 0.66 1%
Bedside education 3.84 (0.34) 3.14-4.54 0.02-0.24 -0.018 0.016 27%
Faculty/resident teaching 4.10 (0.25) 3.60-4.57 0.02-0.19 0.0061 0.20 9%
PBLI 4.04 (0.28) 3.34-4.57 0.00-0.18 0.0069 0.24 7%
Communication 4.19 (0.23) 3.77-4.69 0.02-0.35 -0.013 0.0059 34%
Professionalism 4.26 (0.22) 3.70-4.71 0.00-0.25 0.0055 0.43 4%
Systems-based practice 4.16 (0.23) 3.74-4.61 0.02-0.19 -0.011 0.023 24%

Table 2. Summary statistics for National Emergency Department Overcrowding Scale (NEDOCS) scores and medical student 
outcomes along with regression coefficients, p-values, and r-squared values summarizing relationship between NEDOCS scores and 
the outcomes.

SD, standard deviation; PBLI, problem-based learning and improvement
*Range of standard errors (SE) of responses as calculated by block. The square of these values are used for weighting in the weighted 
regression analysis.

the analyses were repeated with this value excluded. With this 
value excluded, we recalculated the regression coefficients 
and p-values (i.e., based on 20 blocks of data). These results 
appear in Table 3. Similar associations were noted as in Table 
2. Again, NEDOCS score demonstrated a negative correlation 
with test score and student evaluation of bedside education, 
communication, and systems-based practice.

Further sensitivity analysis (data not shown) examined the 
effect of NEDOCS score after accounting for month of the year; 
in this analysis, the effect of the NEDOCS score was largely 
eliminated. Only end-of-rotation test score remained significant 
(p=0.011) and only when including all 21 blocks (i.e., including 
the time period with the outlying NEDOCS score). As before, 
there was an inverse correlation between the end-of-rotation 
test score and NEDOCS score. P-values for all other parameters 
were non-significant (p≥0.34). On review of the exam scores 
from block to block, there is a small tendency towards higher 
scores at the beginning and the end of the year, with the lowest 
scores tending to cluster around the middle of the year. 

DISCUSSION
Relatively few studies have assessed the relationship 

between ED crowding and educational outcomes. No 
previous studies to date have examined quantitative markers 
of educational performance in this setting. This study 
demonstrated that higher rates of crowding as measured by the 
NEDOCS score did have a negative effect on certain aspects 
of the medical student educational experience; this result is 
at odds with prior studies showing no relationship between 
educational measures and ED crowding.9-11 Prior studies have 
focused predominantly on resident physicians, making this 
study unique in its focus.

Certain aspects of the medical student rotation evaluation 
did achieve a statistically significant correlation with the 
NEDOCS crowding metric, while others did not. One 

potential explanation is that those elements that do show 
a correlation may be those most likely to be affected by 
a crowded ED (in particular, communication and bedside 
education). Certain other aspects (e.g., professionalism 
and patient care) may be relatively unaffected as attending 
physicians view these as more critical elements to maintain 
regardless of crowding status. 

Attending physicians may employ trade-offs that sacrifice 
certain aspects of the educational process—bedside teaching, 
exploring a student’s differential, or expanding upon teaching 
points for example—in favor of retaining strategies that 
maximize patient flow and direct patient care when the ED is 
crowded.17 A previous study of resident evaluation of attending 
physician teaching quality found little association between 
attending workload and quality of teaching; other factors 
(interpersonal skill, willingness to teach) had the greatest effect 
on perceived teaching quality.18 Supervision of EM residents 
is known to be adversely affected by ED crowding;19 a similar 
situation may apply to medical student education. There may 
even be a larger effect as attendings have less individually 
vested in a student doing a four-week rotation vs. a full EM 
residency, and EM residents should have more experience 
learning in the opportunistic, unscheduled, and possibly chaotic 
learning environment of a crowded department. 

The findings demonstrated here conflict somewhat with 
those of Berger et al., who found no correlation between ED 
attending physician productivity as measured in relative value 
units (RVU) and medical student evaluation of their clinical 
teaching.20 This study did not address physician productivity 
per se, but it does raise the issue of whether teaching quality 
is the primary driver in the medical student performance 
outcomes. It may be the case that despite unchanged teaching 
quality by attending physicians, the retained knowledge by 
students may be lower in a crowded ED setting. If true, this 
argues that environmental effects of a crowded ED (e.g., 
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Variable Regression 
coefficient

p-value R2 value

Test score -0.1400 0.0042 37%
Organization 0.0041 0.43 3%
Patient care -0.0097 0.23 8%
Bedside education -0.0260 0.0015 44%
Faculty/resident teaching -0.0084 0.26 7%
PBLI -0.0030 0.73 1%
Communication -0.020 <0.0001 62%
Professionalism 0.0039 0.67 1%
Systems-based practice -0.0140 0.0024 41%

Table 3. Summary statistics for National Emergency Department 
Overcrowding Scale (NEDOCS) scores and medical student 
outcomes when data for single outlying block with NEDOCS >80 
were excluded.

noise, lack of workspace, frequent task-switching) may play 
a greater role in the negative effects on medical student 
experience than interaction with the attending physicians. 

Regardless of the individual medical student rotation 
evaluation results, the end-of-rotation examination did show a 
negative correlation with ED crowding. The medical students 
rotating at the study facility receive mandatory weekly 
educational lectures as well as a suture workshop during 
their rotation. These didactic experiences are essentially 
the same for each block of students (the same PowerPoint 
presentations are given by different members of our attending 
faculty), making their ED experience the most variable part 
of the rotation itself and, presumably, the factor most likely to 
explain variation in their end-of-rotation test scores. Individual 
medical student motivations may play a role as well; this is 
discussed in more detail below. 

Future investigations should include similar objective 
measures of student performance and may benefit from 
comparisons between multiple measurements of ED crowding 
(NEDOCS, EDWIN, etc.). Additionally, repeating this study 
with a cohort analysis of EM-applicant medical students 
versus non-EM applicant medical students would be of 
interest; this could better elicit the effect of student motivation 
on rotation experience A standardized National Board of 
Medical Examiners (NBME) subject examination has replaced 
the home-grown examination previously used at the study 
institution; the study could be repeated once sufficient data has 
been accumulated to allow for the opportunity to expand this 
analysis beyond the study institution and to standardize results 
between different institutions.

LIMITATIONS
Our data indicate a possible confounding effect with 

month of the year on the association between the NEDOCS 
score and end-of-rotation exam score. Availability of only two 
years’ worth of data limits the power to analyze this effect 

fully and may lead to over-adjustment by month. However, 
some kind of temporal association is not unexpected, as the 
cohort of medical students rotating in the ED varies in its 
characteristics throughout the year. In the late summer and 
fall, medical students who plan to apply for EM residences 
complete their ED rotations. This likely represents a different 
group with distinct motivations from those who complete ED 
rotations later in the year, following the residency application 
period. The former group is likely more aggressive in attaining 
educational goals despite the potentially crowded state of 
the ED. Presumably, they may also have had exposure to 
an ED in the past, giving them some familiarity of how to 
function in a busy environment. Additionally the number of 
medical students in a block has significant variation–during 
the study period we combined what was previously the end 
of November through January blocks into one extended block 
and accepted more students into that block. Immediately after 
the change we reviewed both the student exam scores and 
their feedback from having a more spread-out schedule and 
found no differences from the other blocks and previous years. 
Based on this, we did not specifically exclude the data from 
that block, This explanation remains speculative, however, and 
requires further investigation.

Limitations of this study also include small and differing 
sample sizes within each group of medical students. As noted 
previously, there is a suggestion of a confounding effect 
due to month of the year, but more data would be needed 
to confidently estimate its effect. The study was limited to 
a single site and did not include the full 24 hours of ED 
crowding data (We analyzed only the periods of 9 a.m. to 
11 p.m. as students do only one overnight shift during their 
rotation, and the NEDOCS score often falls dramatically 
during the overnight hours.) When we designed the study, we 
were aware of how seldom we were crowded on the overnight 
hours, and that combined with the facts that the students did 
few overnight shifts led us to exclude the overnight shift 
in the initial design of the study. In retrospect we probably 
should have left the overnight shift in the data set and used 
their exclusion/inclusion as another variable. We analyzed the 
medical student performance on the basis of their averaged 
group performance, rather than individual student results 
for each block in question. Additionally, the end-of-rotation 
examination used in this study was developed jointly by 
the clerkship directors and educational faculty within the 
study site and our sister institution; it is not a standardized 
examination, and it is not validated. Our site has begun using 
the NBME advanced subject exam in EM, but it was not yet 
available at the time of this study. Also, the medical student 
experience survey, which is administered by our medical 
school at the end of every clinical clerkship, is to the best of 
our knowledge also a home-grown and not validated survey. 
It was written or at least modified by members of the Office 
of Student Affairs to capture data for the ACGME and within 
institution use. It was selected as a marker of subjective 

PBLI, problem-based learning and improvement
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student experience because the students, and through them 
the dean and department chairs, at our school use this survey 
as the primary method to obtain student feedback on their 
clinical clerkships. Individual medical student motivations 
also lie outside the ability of this study to detect, though a 
cohort analysis of EM-applicant medical students versus non-
EM applicants could potentially isolate the effect of medical 
student motivation as a contributor to outcome.

CONCLUSION
Our study sought to assess connections between objective 

measures of ED crowding and objective and subjective 
measures of medical student experience in the ED. A weak 
negative association was noted between end-of-rotation test 
scores and NEDOCS scores when considering the entire time 
period of this study and accounting for variability associated 
with month of the year. No subjective measure of rotation 
experience was correlated with the NEDOCS score when 
accounting for month of the year, which is in accordance with 
prior studies that have not suggested any effect of ED crowding 
on medical education.9,10 The limited association found in 
this study suggests that ED crowding has a negative effect 
on medical student education. These results can be applied 
practically now to schedule medical student rotations for 
periods in which crowding is expected to be lower, potentially 
leaving open the opportunity for more educational time.
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Introduction: In April 2013, the National Board of Medical Examiners (NBME) released an Advanced 
Clinical Examination (ACE) in emergency medicine (EM). In addition to this new resource, CDEM 
(Clerkship Directors in EM) provides two online, high-quality, internally validated examinations. 
National usage statistics are available for all three examinations, however, it is currently unknown how 
students entering an EM residency perform as compared to the entire national cohort. This information 
may help educators interpret examination scores of both EM-bound and non-EM-bound students.

Objectives: The objective of this study was to compare EM clerkship examination performance 
between students who matched into an EM residency in 2014 to students who did not. We made 
comparisons were made using the EM-ACE and both versions of the National fourth year medical 
student (M4) EM examinations.

Method: In this retrospective multi-institutional cohort study, the EM-ACE and either Version 1 (V1) 
or 2 (V2) of the National EM M4 examination was given to students taking a fourth-year EM rotation 
at five institutions between April 2013 to February 2014. We collected examination performance, 
including the scaled EM-ACE score, and percent correct on the EM M4 exams, and 2014 NRMP 
Match status. Student t-tests were performed on the examination averages of students who matched 
in EM as compared with those who did not. 

Results: A total of 606 students from five different institutions took both the EM-ACE and one of the 
EM M4 exams; 94 (15.5%) students matched in EM in the 2014 Match. The mean score for EM-bound 
students on the EM-ACE, V1 and V2 of the EM M4 exams were 70.9 (n=47, SD=9.0), 84.4 (n=36, 
SD=5.2), and 83.3 (n=11, SD=6.9), respectively. Mean scores for non-EM-bound students were 68.0 
(n=256, SD=9.7), 82.9 (n=243, SD=6.5), and 74.5 (n=13, SD=5.9). There was a significant difference 
in mean scores in EM-bound and non-EM-bound student for the EM-ACE (p=0.05) and V2 (p<0.01) 
but not V1 (p=0.18) of the National EM M4 examination. 

Conclusion: Students who successfully matched in EM performed better on all three exams at the 
end of their EM clerkship. [West J Emerg Med. 2015;16(6):919–922.]
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INTRODUCTION
Assessment using a high stakes examination is an 

important component of a medical student’s rotation grade. In 
the latest State of the Clerkship survey, on average, 25% of a 
student’s grade is determined by a high stakes end-of-rotation 
examination score.1 Clerkship directors frequently use the 
National emergency medicine (EM) fourth year medical student 
(M4) examination or the National Board of Medical Examiners 
(NBME) EM Advanced Clinical Examination (ACE) for this 
assessment.2-4 These examinations are administered in both 
required and elective rotations, thus are given to both “career-
bound” (i.e. students interested in matching in EM) and “non-
career-bound” students. 

In addition to providing students and clerkship directors 
feedback on a student’s knowledge base, these examinations 
provide feedback on how students compare to their peers 
nationally. Versions 1 (V1) and 2 (V2) of the National EM 
M4 exams have historic means and standard deviations for 
examination administrations (www.saemtests.org), while 
the NBME has reported scaled scores for the EM-ACE 
since October 2013 (and retrospectively reported them for 
examination administrations before October 2013).4 While the 
examination means and standard deviations vary slightly year 
to year, the most recent (2014-5) EM M4 V1 mean is 81.5 
(SD=3.7) and V2 is 78.4 (SD=4.4). The EM-ACE is scaled to 
a mean score of 70 (SD=8).5 

The National EM M4 exams report statistics on the entire 
population of students who have taken the examination, and the 
EM-ACE has been scored based on all fourth-year first-time 
LCME-accredited medical student administrations. Little is 
known about how students who ultimately match in EM perform 
on these examinations as compared to their non-EM-bound peers.

The objective of this study was to determine the mean and 
standard deviation performance of students who matched in 
EM on the three commonly used exams for student assessment 
of EM medical knowledge. Additionally, we compared 
performance of EM-bound and non-EM-bound students on 
these examinations. 

METHODS
We performed this multicenter, retrospective, cohort study 

as a subset analysis across five U.S. allopathic medical schools 
between May 2013 and April 2014. During this period, the 
NBME was attempting to validate the EM-ACE quickly in 
order to develop scaled scores and the exam was offered free 
of charge. In order to correlate EM-ACE performance to 
exams that already had established validity, all fourth-year 
medical students participating in a fourth-year EM rotation at 
the study sites were administered both the NBME EM-ACE 
and one version of an EM M4 examination.6 The dataset used 
for this study was derived from the data collected for the EM-
ACE National EM M4 correlation project. 

The study sites varied with regard to having mandatory 
selective or elective EM rotations, but were all four weeks in 

duration and used the standardized curriculum recommended 
by the Clerkship Directors in EM (CDEM). Study sites 
administered either V1 or V2 of the EM M4 examination 
based upon site preference. Exams were taken consecutively, 
within one day of each other, at the end of the rotation. 
Individual study sites determined which examination was 
administered first. Both exams were administered by the 
same clerkship coordinator or other administrator according 
to respective protocols developed by the NBME and CDEM. 
At all sites, students were aware that the EM M4 examination 
would count towards their grade, as per local institution 
protocol. Without longitudinal performance data or norms, 
most sites did not count NBME examination towards the 
final rotation grade; however, to encourage students to take 
the NBME examination seriously, some institutions advised 
students that although the NBME examination could not lower 
their grade, a strong performance would be reflected in their 
final evaluation. One institution used the NBME score for a 
small portion (5%) of the final course grade. 

De-identified data were collected by the clerkship director 
or coordinator, and included institution, NBME scaled score, 
the version of the EM M4 examination administered (V1, V2) 
and the score on that examination. After the 2014 National 
Resident Matching Program (NRMP) Match, whether the 
student matched in EM (match status) was also collected as 
a dichotomous variable. Student’s t-tests were performed on 
the examination averages of students who matched in EM as 
compared with those who did not.

We performed data collection in Microsoft Excel 2007 
and data analysis with StataMP 11.0 (College Station, TX). 

This project was determined to be exempt from human 
subjects review by the institutional review boards of all 
participating institutions. 

RESULTS
A total of 606 students took both the EM-ACE and one of 

the versions of the National EM M4 examination. Of the total 
cohort, 94 (15.5%) matched into EM in March 2014. This 
represents 5.3% of all the EM residency positions in the 2014 
NRMP Match.7 

Students who matched in EM had higher examination 
averages on all three examinations. This difference was 
statistically significantly for the EM-ACE and Version 2 of the 
National EM M4 examination (p=0.05, p<0.01 respectively). 
See Table. 

DISCUSSION
While it is perhaps not surprising that EM-bound students 

perform better on EM exams than non-EM bound students, 
this phenomenon has not been described. We report on a small 
but geographically diverse sample of students who took these 
exams for the first time. To our knowledge, this is the first 
time examination means and statistics have been specifically 
reported for the group of students matching into EM. 
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Examination EM student 
score (SD)

Non-EM student 
score (SD)

P 
value

EM-ACE
(scaled score)

70.9 (9.0)
N=47

68.0 (9.7)
N=256

0.05

V1 EM M4 examination 
(percent correct)

84.4 (5.2)
N=36

82.9 (6.5)
N=243

0.18

V2 EM M4 examination 
(percent correct)

83.3 (6.9)
N=11

74.5 (5.9)
N=13

<0.01

Table. Difference in emergecny medicine advanced clinical 
examination (EM-ACE), EM fourth year medical student (M4) 
version 1 (V1) and version 2 (V2) examination scores by student 
match status.

Such information is valuable to students, advisors and 
program directors. Students should know how they score in 
relation to their peers, especially the cohort of EM-bound 
students, as this information may have a significant impact 
on their application, interview and match-list strategy. 
Additionally, clerkship directors and other medical student 
advisors may be able to use this information to give students 
an idea of how successfully matched EM-residents performed 
on their end-of-rotation examination. Finally, this information 
is valuable to program directors as an objective measure of a 
candidate’s EM knowledge foundation, and may predict future 
success on other high stakes exams, such as the American 
Board of EM (ABEM) in-training examination or qualifying 
certification examination. 

LIMITATIONS
Although the study population was taken from five 

geographically diverse sites, the number of students who 
matched in EM in this sample was small, a total of 94. This 
represents 5.3% of all EM spots in the 2014 NRMP match. 
Match status rather than interest in EM was used to identify 
the cohorts in part because match status is a discrete and 
unambiguous variable. The non-EM group consists almost 
entirely of students who electively pursued specialties other 
than EM, however, it is likely a small number of students 
who attempted but were unsuccessful in the EM match 
are included in this group. We were unable to quantify the 
number of students in this cohort, as intended specialty 
match information is only available to the applicant, and 
may change over time. Additionally, in advising students 
interested in matching in EM, exam performance compared to 
successfully matched applicants is a more valuable metric than 
performance compared to all students attempting to match 
in EM. Prospective collection of information about intended 
career goals in relation to examination performance may 
represent an avenue for future research.

Student scores were likely affected by the perceived 
importance of the examination. EM-bound students may have 
prepared more intensely compared to their non-EM peers 
due to a perceived greater impact on their future career. Sites 

varied as to whether the clerkship was required, selective 
or elective. It is possible that non-EM-bound students in an 
elective/selective rotation might differ from those in a required 
rotation, in regards to motivation and interest in EM-related 
material. In addition, site directors used the scores from these 
exams differently. While students each took the EM-ACE 
and one of the EM M4 exams, the EM-ACE examination 
constituted 0-5% of the final rotation grade, and the National 
EM M4 exams up to 25%. Finally, students in the EM-bound 
group may have had more experience in EM than their non-
EM-bound counterparts prior to their examination. 

It is important to note that a knowledge assessment 
examination is only one measure of student performance. 
While all these exams are high quality, high stakes, validated 
exams, they report on only one dimension of a student’s 
capacity to provide EM care. These results must be viewed 
as one component of the entire application when evaluating a 
student for residency candidacy. 

CONCLUSION
Students who matched into an EM residency performed 

significantly better on the NBME EM-ACE and Version 2 of 
the National EM M4 exams. As an objective measure of EM 
knowledge, these exams may help clerkship directors counsel 
students about their likelihood of matching into EM. Program 
directors may be interested in using this information in the 
evaluation of EM applicants.
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Introduction: Quality resident education in point-of-care ultrasound (POC US) is becoming 
increasingly important in emergency medicine (EM); however, the best methods to evaluate 
competency in graduating residents has not been established. We sought to design and implement 
a rigorous assessment of image acquisition and interpretation in POC US in a cohort of graduating 
residents at our institution. 

Methods: We evaluated nine senior residents in both image acquisition and image interpretation for 
five core US skills (focused assessment with sonography for trauma (FAST), aorta, echocardiogram 
(ECHO), pelvic, central line placement). Image acquisition, using an observed clinical skills exam 
(OSCE) directed assessment with a standardized patient model. Image interpretation was measured 
with a multiple-choice exam including normal and pathologic images. 

Results: Residents performed well on image acquisition for core skills with an average score of 
85.7% for core skills and 74% including advanced skills (ovaries, advanced ECHO, advanced aorta). 
Residents scored well but slightly lower on image interpretation with an average score of 76%. 

Conclusion: Senior residents performed well on core POC US skills as evaluated with a rigorous 
assessment tool. This tool may be developed further for other EM programs to use for graduating 
resident evaluation. [West J Emerg Med. 2015;16(6):923–926.]

INTRODUCTION
Quality resident education in point-of-care ultrasound 

(POC US) has become increasingly important in the practice 
of emergency medicine (EM). Several guidelines have been 
proposed for US curriculum and training.1,2 Most recently, 
in 2008 the Council of EM Residency Directors (CORD) 
together with leaders in the field of POC US published 
guidelines for minimum education standards. This consensus 
group made recommendations regarding methods for 
competency assessment, including a practical examination 
with direct assessment of US skills and an assessment of 
image interpretation.3
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Previous research has shown that there are reliable 
methods to assess US skills in trainees including using 
observed clinical skills exam (OSCE),4-8 written image 
interpretation,9,10 and protected hands-on training.11 However, 
despite validation of these methods, it remains unclear 
how best to evaluate residents in POC US. In 2013, Amini 
et al published a survey study reporting wide variation in 
current EM residency practices in competency assessment 
demonstrating that 21% used standardized direct observation 
tools (SDOTS), a third used multiple choice questions, and 
another third administered practical exams.12 

Despite the development of minimum education standards 
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for POC US, it is unclear whether residents are graduating 
with the required skill set. We sought to create a rigorous 
assessment tool using previously validated methods including 
an OSCE and written exam to evaluate both image acquisition 
and image interpretation in residents nearing graduation. 
The aim of our study was to assess how such an assessment 
tool could aid in evaluating senior residents in five core US 
skills as defined by the 2008 CORD document. This is, to 
our knowledge, the first study since publication of the CORD 
recommendations to describe a methodology for senior 
resident assessment in POC US.

METHODS
We conducted the study at an urban academic emergency 

department with an annual census of 55,000. Nine senior 
residents in a four-year accreditation council for graduate 
medical education accredited EM residency program 
participated in the study. Participation was voluntary and the 
study was approved by the institutional review board with 
written consent obtained from participants.

All residents completed a two-week US rotation during 
their first year, acquired a minimum of 150 scans and 
participated in didactics throughout residency, in addition 
to using POC US during their clinical experience. One 
resident also completed a two-week elective in US. On 
average, residents had spent 37 months in residency at the 
time of evaluation.

We evaluated residents in US image acquisition and 
image interpretation for five core EM US applications 
including echocardiogram (ECHO), aorta, focused assessment 
with sonography for trauma (FAST), pelvic (trans-abdominal 
and trans-vaginal) and central line placement. 

Image Acquisition
To assess image acquisition, residents were asked to 

perform five basic POC US skills on a live standardized 
patient model while two independent US-trained EM 
physicians completed a pre-defined OSCE checklist regarding 
their performance. Checklists for ECHO, aorta, FAST and 
pelvic exams were created by the Academy of Emergency US 
and are published in the list of CORD Assessment Methods.13 
We obtained the checklist for central line placement from a 
previously published checklist.14 Table 1 shows the itemized 
components of each checklist scored as one point each. As 
each resident was scored by two examiners, there was a total 
possible score of 126 points. Results were coded so that the 
authors of this paper were blinded to the individual reviewer 
and the resident participant. Residents were given 45 minutes 
to complete all exams.

Image Interpretation
To assess image interpretation, residents were asked to 

complete a computer-based multiple-choice quiz. This quiz 
contained live cine-clips and still images with normal and 

Exam type Area of evaluation
ECHO (15 points) Correct transducer selection

Identifies parasternal long axis view 
with RV, LA, LV
Measures aortic outflow tract
Identifies parasternal short axis view 
with RV, LV
Identifies apical four-chamber view with 
RV, LV, RA, LA

Aorta (18 points) Correct transducer selection
Identifies target and inferior vena cava 
by compression and/or doppler
Obtains trans. proximal, middle, distal 
and bifurcation views
Obtains longitudinal aorta view
Performs correct measurement of aorta
Identifies vertebral body

FAST (11 points) Correct transducer selection
Subxiphoid view
Identifies right upper quadrant with 
Morisons, tip of liver, inf. pole kidney
Identifies left upper quadrant view
Identifies the splenorenal recess
Visualizes the inferior pole of the left 
kidney
Identifies pelvic view in transverse and 
sagittal planes

Pelvic (12 points) Correct transducer selection
Trans-abdominal Obtains uterus view in long and short 

axis
Scans through bilateral ovaries in two 
planes
Explains how to calculate the fetal heart 
rate with M-mode

Trans-vaginal Obtains coronal and sagittal uterus view
Central line (7 points) Correct transducer selection

Explains probe positioning/marker 
orientation
Identifies target and associated artery 
Measures depth of vein
Appropriately demonstrates needle 
entry/ angle of insertion

Table 1. Point-of-care ultrasound exam type and area of 
evaluation scored as one point each for objective structured 
clinical examination.

ECHO, echocardiogram; RV, right ventricle; LA, left atrium; LV, 
left ventricle; RA, right atrium; FAST, focused assessment with 
sonography for trauma

abnormal pathology. The question bank was created by www.
emsono.com. Table 2 outlines the concepts tested and the 
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breakdown of normal and abnormal pathology. Results of the 
quiz were compiled by an external server and presented in a 
de-identified data set to the study authors.

RESULTS 
Image Acquisition

For the image acquisition, the average total score from 
the OSCE checklist was 92 out of 126 (74%) with a range 
from 75 to 110 (61-87%). When excluding advanced US 
competencies including evaluation of ovaries, advanced 
ECHO, and aortic root measurement, the average score was 
85.7 out of 100 (85.7%).

Central line/FAST: Residents scored highest in the central 
line application with all residents scoring 100% correct. They 
also scored highly in the FAST exam with an average of score 
of 21.3 out of 22 (97%) 

Aorta: On assessment of the abdominal aorta, residents 
scored an average of 17.7 out of 20 points (88%). On 
advanced aortic imaging, however, only three residents 
correctly identified the superior mesenteric artery and/or the 
celiac trunk and one resident identified the spinal stripe.

Pelvic: For the trans-abdominal and trans-vaginal pelvic 
assessments, the average scores were 10 out of 12 (85%) 
and 9.6 out of 12.0 (80%) respectively. The most frequently 
missed structures on trans-abdominal US were the left and 
right ovaries (scored one point each). For the trans-vaginal 
US, in addition to missed ovaries, two of the residents 
reversed the coronal and sagittal orientations.

ECHO: For ECHO evaluation, resident averaged a 
score of 18.7 out of 30 (62%). Two residents had outlying 
low scores of 4 and 9 due to inability to obtain an apical 
four chamber and parasternal short axis views. Six residents 
incorrectly identified or incorrectly measured the aortic root 
and four incorrectly identified the chambers on parasternal 
long-axis view.

Image Interpretation
For image interpretation, the average score was 76% with 

a range from 68 to 89%. One resident data point was excluded 
due to an incomplete on-line quiz due to technical errors. The 
majority of the scores ranged from 71-79 percent and only one 
score was below 70%.

DISCUSSION
Our study demonstrates that senior residents performed 

well at image acquisition in several applications including 
central line placement, FAST, and basic aorta. There was 
more variation in our cohort in pelvic and advanced ECHO 
and aorta. For pelvic image acquisition, residents primarily 
had difficulty identifying the ovaries, and for ECHO there 
was variation in ability to obtain parasternal-short and apical 
four chamber views. For aorta, there was difficulty with 
the superior mesenteric artery and spinal stripe. Adnexal 
pathology, heart chamber size and comparison, and aortic 

Category Subcategory Questions 
(# abnormal)

AAA N/A 5 (2)
FAST N/A 5 (2)
ECHO Pericardial effusion 5 (2)

RV: LV 5 (2)
Ejection Fraction 5 (2)

Pelvic Pregnancy 6 (3)
Yolk sac/gestational sac/fetal pole 2
Positive FAST with no IUP and 
+UPT

2

Central line Identifies needle tip vs artifact
Identifies correct vessel

3

Total 38

Table 2. Question categories for image-interpretation quiz.

AAA, abnormal aortic aneurysm; FAST, focused assessment 
with sonography for trauma; ECHO, echocardiogram; RV, right 
ventricle; LV, left ventricle; IUP, intrauterine pregnancy; UPT, 
urinary pregnancy test

anatomy are all considered “advanced skills” by CORD. 
Because the OSCE included both “core” and “advanced” skills 
as defined by CORD, the limitations noted by our resident 
cohort may not necessarily mean they are not meeting “core 
skills,” but may reflect deficits in more advanced POC US 
skills. When the data was re-analyzed excluding those aspects 
of the exams that were considered advanced skills, overall 
scores went from 74 to 85.7%. For future studies, researchers 
may want to consider an edited version of the CORD OSCE 
that includes only core skills.

Overall, there was a tendency for residents to score 
higher on the image acquisition than image interpretation. 
This may be due to the method of scoring for the two 
different testing modalities. Additionally, residents have 
been exposed to hands-on US during their clinical training, 
primarily identifying normal structures. It may be that more 
exposure to pathology, as tested in the image interpretation 
section, is required. 

Although our residents performed well on testing 
overall, a score that reflects “competency” has yet to be 
defined. Leaders in the field of POC US have suggested 
that a comprehensive approach is needed to fully assess an 
individual resident’s competency in POC US.3,15 Although our 
study offers a rigorous tool using validated methods, further 
studies are warranted to evaluate how performance on these 
measures correlates to clinical performance.

LIMITATIONS
One potential limitation was possible reviewer bias. Due 

to the nature of the OSCE, the two reviewers were not blinded 
to the residents and may have had previous clinical experience 
with them, which may have skewed their interpretation of 
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image acquisition. To best compensate for this limitation, two 
reviewers were selected instead of one to ensure that there was 
consistency. Future studies may use independent US-trained 
reviewers to limit this bias.

Additionally, this study was performed on a small cohort 
of residents at a single institution. While we were able to 
identify areas of weakness overall for our program and for 
individual residents, it remains to be seen how a similar 
assessment would work at other institutions. 

Finally, with the OSCE exams put forth by CORD, 
there is no recommendation for how many items on the 
checklist indicate “competency” or how these scores correlate 
with clinical performance. Reproducing this study across 
institutions may allow educators to define an acceptable score 
for competency.

CONCLUSION
This is the first paper to measure POC US skills in senior 

residents using a rigorous methodology to assess both image 
acquisition and image interpretation in core EM applications 
as defined by CORD. Overall, we found that senior residents 
performed well on image interpretation but had difficulty 
with image acquisition in more advanced US applications. 
Further work by other institutions and leaders in US is needed 
to translate performance on these core measures to overall 
clinical performance.

Address for Correspondence: Jessica N. Schmidt, MD, MPH, 
Berbee Walsh Department of Emergency Medicine, 800 University 
Bay Drive, Suite 310, Mail code 9123, Madison, WI 53705. Email: 
jessica.schmidt@denverem.org.

Conflicts of Interest: By the WestJEM article submission 
agreement, all authors are required to disclose all affiliations, 
funding sources and financial or management relationships that 
could be perceived as potential sources of bias. The authors 
disclosed none.

Copyright: © 2015 Schmidt et al. This is an open access article 
distributed in accordance with the terms of the Creative Commons 
Attribution (CC BY 4.0) License. See: http://creativecommons.org/
licenses/by/4.0/

REFERENCES
1. Mateer J, Plummer D, Heller M. Model curriculum for physician training 

in emergency ultrasonography. Ann Emerg Med. 1994;23:95-102.
2. ACEP emergency ultrasound guidelines-2001. Ann of Emerg Med. 

2001;38:470-81.
3. Akhtar S, Theodoro D, Gaspari R, et al. Resident Training in 

Emergency Ultrasound: Consensus Recommendations from the 2008 
Council of Emergency Medicine Residency Directors Conference. 
Acad Emerg Med. 2009;16:S32-36.

4. Sisley A, Johnson S, Erickson W, et al. Use of an Objective 
Structured Clinical Examination (OSCE) for the assessment of 
physician performance in the ultrasound evaluation of trauma. J 
Trauma. 1999;47:627-31.

5. Kissin E, Grayson P, Cannella A, et al. Musculoskeletal ultrasound 
objective structured clinical examination: an assessment of the test. 
Arthritis Care Res (Hoboken). 2014;66:2-6.

6. Breitkreutz R, Dutiné M, Scheiermann P, et al. Thorax, trachea, 
and lung ultrasonography in emergency and critical care medicine: 
assessment of an objective structured training concept. Emerg Med 
Int. 2013:312758.

7. Hofer M, Kamper L, Sadlo M, et al. Evaluation of an OSCE 
assessment tool for abdominal ultrasound courses. Ultraschall Med. 
2011;32:184-90. 

8. Knobe M, Münker R, Sellei RM, et al. Peer teaching: a randomised 
controlled trial using student-teachers to teach musculoskeletal 
ultrasound. Med Educ. 2010;44:148-55. 

9. Mandavia D, Aragona J, Chan L, et al. Ultrasound training for 
emergency physicians--a prospective study. Acad Emerg Med. 
2000;7:1008-14.

10. Blackstock U, Munson J, Szyld D. Bedside ultrasound curriculum 
for medical students: report of a blended learning curriculum 
implementation and validation. J Clin Ultrasound. 2015;43:139-44.

11. Noble V, Nelson B, Sutingco A, et al. Assessment of knowledge 
retention and the value of proctored ultrasound exams after the 
introduction of an emergency ultrasound curriculum. BMC Med Educ. 
2007;7.

12. Amini R, Adhikari S, Fiorello A. Ultrasound Competency Assessment 
in Emergency Medicine Residency Programs. Acad Emerg Med. 
2014;21:799-801.

13. Ultrasound PC12 milestone workgroup. Academy of Emergency 
Ultrasound. Available at: http://emmilestones.pbworks.com/w/
page/66439892/Ultrasound%20PC12%20milestone%20workgroup. 
Accessed Jun 12, 2013.

14. Rosen BT, Uddin PQ, Harrington AR, et al. Does personalized 
vascular access training on a nonhuman tissue model allow for 
learning and retention of central line placement skills? Phase II 
of the procedural patient safety initiative (PPSI-II). J Hosp Med. 
2009;4:423–9.

15. Diller D and Bramante R. Ask the Expert: How do you evaluate 
trainee competency in Point of Care Ultrasound? An interview 
with Resa Lewiss. Available at: http://www.acep.org/Content.
aspx?ID=98246. Accessed Aug 25, 2015.



Volume XVI, no. 6 : November 2015 927 Western Journal of Emergency Medicine

BriEf rEsEarch rEport
 

Mentoring during Medical School and Match Outcome 
among Emergency Medicine Residents

 

Erin Dehon, PhD
Margaret H. Cruse, MS
Brandon Dawson, MD
Loretta Jackson-Williams, MD 

Section Editor: Jonathan Fisher, MD
Submission history: Submitted April 24, 2015; Revision received October 5, 2015; Accepted September 26, 2015
Electronically published November 12, 2015
Full text available through open access at http://escholarship.org/uc/uciem_westjem
DOI: 10.5811/westjem.2015.9.27010

Introduction: Few studies have documented the value of mentoring for medical students, and 
research has been limited to more subjective (e.g., job satisfaction, perceived career preparation) 
rather than objective outcomes. This study examined whether having a mentor is associated with 
match outcome (where a student matched based on their rank order list [ROL]).

Methods: We sent a survey link to all emergency medicine (EM) program coordinators to distribute 
to their residents. EM residents were surveyed about whether they had a mentor during medical 
school. Match outcome was assessed by asking residents where they matched on their ROL (e.g., 
first choice, fifth choice). They were also asked about rank in medical school, type of degree (MD vs. 
DO), and performance on standardized tests. Residents who indicated having a mentor completed 
the Mentorship Effectiveness Scale (MES), which evaluates behavioral characteristics of the 
mentor and yields a total score. We assessed correlations among these variables using Pearson’s 
correlation coefficient. Post-hoc analysis using independent sample t-test was conducted to compare 
differences in the MES score between those who matched to their first or second choice vs. third or 
higher choice. 

Results: Participants were a convenience sample of 297 EM residents. Of those, 199 (67%) 
reported having a mentor during medical school. Contrary to our hypothesis, there was no significant 
correlation between having a mentor and match outcome (r=0.06, p=0.29). Match outcome was 
associated with class rank (r=0.13, p=0.03), satisfaction with match outcome (r= -0.37, p<0.001), 
and type of degree (r=0.12, p=0.04). Among those with mentors, a t-test revealed that the MES 
score was significantly higher among those who matched to their first or second choice (M=51.31, 
SD=10.13) compared to those who matched to their third or higher choice (M=43.59, SD=17.12), 
t(194)=3.65, p<0.001, d=0.55. 

Conclusion: Simply having a mentor during medical school does not impact match outcome, but 
having an effective mentor is associated with a more favorable match outcome among medical 
students applying to EM programs. [West J Emerg Med. 2015;16(6):927–930.]

INTRODUCTION
Mentoring has been associated with numerous benefits 

for individuals working in fields ranging from business to 
academic medicine. Among academic physicians, mentoring 

University of Mississippi Medical Center, Department of Emergency Medicine, 
Jackson, Mississippi

is associated with increased job satisfaction, higher salary, 
increased research productivity, and career advancement.1-3 
Physicians with mentors were found to be 2.3 times 
more likely to be promoted than those without mentors.4 
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Mentoring has demonstrated similar benefits for medical 
trainees including both residents and medical students. 
Compared to non-mentored residents, mentored residents 
were twice as likely to state that they received excellent 
career preparation.5 A systematic review of mentoring 
programs for medical students revealed that having a 
mentor is associated with increased research productivity 
and interest in academic careers, enhanced well-being, and 
specialty choice for medical students.6

Despite the aforementioned benefits of mentoring for 
medical trainees, few studies, with the exception of those 
focused on research productivity, have examined quantifiable 
(vs. subjective) benefits of mentoring for medical trainees. 
Furthermore, few studies have examined the value of 
mentoring among medical students who enter emergency 
medicine (EM). The purpose of this study was to examine EM 
residents’ experience of mentorship during medical school and 
its relationship to match outcome. Our hypothesis is that EM 
residents who report having a mentor during medical school 
will be more likely to have matched to a residency program at 
the top of their rank order list (ROL).

METHODS
Participants were recruited through the EM Association 

of Residency Coordinators listserv. An email with information 
about the study and a link to the survey was sent to the 
program coordinators who were asked to distribute the email 
to their EM residents. The institutional review board approved 
this study and a waiver of signed consent. 

EM residents were surveyed about whether they had a 
mentor during medical school using the definition provided 
by Ramanan5: “an active partner in an ongoing relationship 
who helps you maximize your potential and achieve your 
personal and professional goals.” Residents also reported 
their rank in medical school, degree (MD vs. DO), location 
of medical school (U.S. or international) and performance on 
standardized tests. For the purpose of this study, we assessed 
match outcome by asking residents where they matched 
based on their ROL (e.g., first choice, fifth choice). Resident 
satisfaction with match outcome was measured using a five-
point scale (very dissatisfied to very satisfied).

Residents who indicated having a mentor were directed 
to complete the Mentorship Effectiveness Scale (MES).7 The 
MES is a 12-item self-report measure designed to assess 
the overall effectiveness of mentoring. Each item describes 
behavioral characteristics of a mentor, which are rated using a 
five-point Likert-type scale (0=strongly disagree, 5=strongly 
agree) or “NA” if the item did not apply. Lastly, residents 
reported length of relationship with mentor, gender of mentor, 
and whether or not they still communicated with their mentor. 

We used chi-square analyses to compare applicant 
characteristics (e.g., sex, United States Medical Licensing 
Examination [USMLE] score, rank in medical school) of 
those with and without mentors. Pearson correlations were 

conducted to examine the relationship between having a 
mentor and match outcome. We conducted post-hoc analysis 
using an independent sample t-test to compare differences in 
the MES score between those who matched to one of their top 
two choices vs. third or higher choice. 

RESULTS
The convenience sample was 297 EM residents; 59% 

(n=176) were male and 41% (n=121) were female. The 
majority were allopathic (79%, n=235) and U.S. graduates 
(93%, n=277). These characteristics are largely consistent 
with the National Resident Matching Program data.8 About 
two-thirds (67%) reported having a mentor during medical 
school. Males (66%, n=117) and females (67%, n=82) 
reported having a mentor during medical school. Of those 
with mentors, 76% (n=148) reported that their mentor was 
self-identified versus assigned by their school 24% (n=46). 
Most mentors were EM physicians (80%, n=159). Male 
mentors (72%, n=140) were more common than female 
mentors (28%, n=55). About half (55%, n=110) reported that 
they still communicated with their mentor. 

A comparison of those with and without mentors is 
presented in Table 1. There was a significant association 
between type of degree and mentorship, χ²(1, n=297)=6.73, 
p<0.01 with the odds of having a mentor 2.1 times higher 
among those with an allopathic degree. There was also a 
significant association between location of medical school 
and mentorship, χ² (1, n=297)=6.73, p<0.05. The odds 
of having a mentor were 3.4 times higher for those who 
attended a U.S. school. 

Regarding match outcome, the majority of respondents 
reported matching to their first choice (n=176, 59%), followed 
by second (n=56, 19%), third (n=27, 9%), fourth (5%, n=15), 
fifth (2%, n=7), sixth (1%, n=4), seventh (1%, n=3), and 8th 

or higher choice (3%, n=8). Contrary to our hypothesis, there 
was no significant correlation between having a mentor and 
match outcome (r=0.06, p=0.29). A nearly equal number of 
respondents with and without mentors matched to one of their 
top two choices (Table 1). Match outcome was significantly 
associated with class rank (r=0.13, p=0.03), satisfaction 
with match outcome (r= -0.37, p<0.001), and having an MD 
(vs. DO) (r=0.12, p=0.04). USMLE was not significantly 
associated with match outcome.

Among those with mentors, we used a t-test to compare 
MES scores among EM residents who matched to one of their 
top two choices to those who matched lower on their list. The 
MES score was significantly higher among those who matched 
to their first or second choice (M=51.31, SD=10.13) compared 
to those who matched lower on their ROL (M=43.59, 
SD=17.12), t(194)=3.65, p<0.001, d=0.55. Table 2 shows 
the descriptive statistics for each of the items on the MES. 
Residents who still communicated with their mentor were 
more likely to have matched to their first or second choice, χ² 
(1, n=198)=10.79, p<0.01.
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DISCUSSION
Findings do not provide support for the hypothesized 

relationships between having a mentor during medical school 
and matching high on one’s rank list. Match outcome was 
more likely to be associated with other factors including class 
rank and type of degree (i.e., MD). Nonetheless, we did find 
a relationship between degree of mentorship effectiveness 
and match outcome. Specifically, we found that among EM 
residents with mentors, those who reported greater mentor 
effectiveness were more likely to match to their first or 
second choice. Taken together, these findings suggest having 
a supportive, motivating, and helpful mentor may be one 
of many factors that can increase an applicant’s chance of 
matching to one of their top choices. 

Characteristic Mentor (n=199) No mentor (n=98) Chi-square P
Sex [n (%)] 0.05 0.82

Male 117 (58.8%) 59 (60.2%)
Female 82 (41.2%) 39 (39.8%)

USMLE score [n (%)] 3.27 0.35
181-210 18 (9.3%) 13 (13.7%)
211-250 131 (67.5%) 59 (62.1%)
>250 36 (18.6%) 15 (15.8%)
Did not take USMLE 9 (4.6%) 8 (8.4%)

Rank in medical school [n (%)] 2.50 0.65
Top sixth 42 (21.1%) 26 (27.1%)
Top third 48 (24.1%) 25 (26.0%)
Middle third 59 (29.6%) 27 (28.1%)
Bottom third 11 (5.5%) 3 (3.1%)
Not used by medical school 39 (19.6%) 15 (15.6%)

Degree [n (%)] 6.73 0.009**
MD (allopathic) 166 (83.4%) 69 (70.4%)
DO (osteopathic) 33 (16.6%) 29 (29.6%)

Medical school location [n (%)] 6.72 0.01*
United States 190 (96.4%) 87 (88.8%)
International 7 (3.6%) 11 (11.2%)

Match outcome [n (%)] 0.71 0.39
1st or 2nd choice 158 (79.8%) 74 (75.5%)
3rd choice or higher 40 (20.2%) 24 (24.5%)

Satisfaction with match [n (%)] 8.56 0.07
Very dissatisfied 6 (3.1%) 4 (4.2%)
Dissatisfied 4 (2.1%) 1 (1.0%)
Neutral 9 (4.6%) 4 (4.2%)
Satisfied 33 (16.9%) 30 (31.3%)
Very satisfied 143 (73.3%) 57 (59.4%)

Table 1. Characteristics of residents with and without mentors during medical school.

USMLE, United States medical licensing exam
*Significant at p<0.05.
**Significant at p<0.01.

This study also sheds light on the prevalence of mentoring 
among medical school students who enter EM. Two-thirds 
of the respondents reported having a mentor during medical 
school. This number is much higher than previous reports, 
which found the prevalence of mentorship among medical 
students to be 50%.2 It is unclear whether this finding reflects 
a genuine increase in mentoring, a higher prevalence of 
mentoring among students interested in EM, or some other 
anomaly. Given that the definitions of mentoring often vary 
from study to study, it is often difficult to make meaningful 
comparisons across studies. We also found that graduates of 
osteopathic and international graduates were less likely to 
have mentors compared to allopathic and U.S. graduates. It 
may be that mentoring programs are more prevalent in U.S. 
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Variable Mean SD
My mentor was accessible. 4.38 0.95
My mentor demonstrated professional integrity. 4.66 0.64
My mentor demonstrated content expertise in 
my area of need.

4.47 0.90

My mentor was approachable and easy to talk 
with about concerns. 

4.58 0.84

My mentor was supportive and encouraging. 4.58 0.86
My mentor provided constructive and useful 
critique of my work.

4.24 1.01

My mentor motivated me to improve my work 
product.

4.25 1.03

My mentor was helpful in providing direction 
and guidance on professional issues (e.g., 
networking).

4.00 1.26

My mentor answered my questions 
satisfactorily (e.g., timely response, clear, 
comprehensive).

4.47 0.93

My mentor was helpful in providing advice on 
work/school and personal life.

4.04 1.30

My mentor suggested appropriate resources 
(e.g., experts, contacts, source materials).

4.22 1.06

My mentor challenged me to extend my abilities 
(e.g., risk taking, try a new activity, draft a 
section of an article).

3.98 1.26

Total score 49.79 12.17

Table 2. Descriptive statistics of mentor effectiveness and match 
outcome. Means for the Mentoring Effectiveness Scale items 
are based on a five-point scale from 0 (strongly disagree) to 5 
(strongly agree). NA was an option and was coded as 0.

allopathic schools, although most respondents (76%) reported 
that their mentor was self-identified, not assigned by the 
medical school. 

LIMITATIONS AND FUTURE DIRECTIONS
First, a major concern is the relatively small sample size 

and use of a convenience sample. Furthermore, given the 
design of our study we were unable to include unmatched 
applicants which could have had a significant impact on the 
results. Second, these results are based on unverified self-
report data. Future studies would benefit from the inclusion of 
other methods of data collection, such as a review of medical 
school records for verification of data. Third, the finding 
that most mentors were self-identified raises the question 
of whether students who seek out mentors have personal 
characteristics (e.g., motivation) that contribute to their 
success. Fourth, given the correlational nature of the study, it 
is impossible to determine the exact nature of the relationship 
between mentorship and match outcome. Future studies that 
incorporate pre and post designs and/or random assignment 

of students to mentors are needed to more fully examine the 
relationship between mentorship and match outcome. Lastly, 
although we found a significant difference between the MES 
scores for higher vs. lower matching students, more research 
is needed to verify the meaningfulness of these results. 

CONCLUSION
These results suggest that simply having a mentor during 

medical school does not impact match outcome but having an 
effective mentor is associated with a more favorable match 
outcome among medical students applying to EM programs. 
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Introduction: In 2012 the Accreditation Council for Graduate Medical Education (ACGME) 
introduced the Next Accreditation System (NAS), which implemented milestones to assess the 
competency of residents and fellows. While attending evaluation and feedback is crucial for resident 
development, perhaps equally important is a resident’s self-assessment. If a resident does not 
accurately self-assess, clinical and professional progress may be compromised. The objective of our 
study was to compare emergency medicine (EM) resident milestone evaluation by EM faculty with 
the same resident’s self-assessment. 

Methods: This is an observational, cross-sectional study that was performed at an academic, 
four-year EM residency program. Twenty-five randomly chosen residents completed milestone 
self-assessment using eight ACGME sub-competencies deemed by residency leadership as 
representative of core EM principles. These residents were also evaluated by 20 faculty members. 
The milestone levels were evaluated on a nine-point scale. We calculated the average difference 
between resident self-ratings and faculty ratings, and used sample t-tests to determine statistical 
significance of the difference in scores.

Results: Eighteen residents evaluated themselves. Each resident was assessed by an average 
of 16 attendings (min=10, max=20). Residents gave themselves statistically significant higher 
milestone ratings than attendings did for each sub-competency examined (p<0.0001).

Conclusion: Residents over-estimated their abilities in every sub-competency assessed. This 
underscores the importance of feedback and assessment transparency. More attention needs to be 
paid to methods by which residency leadership can make residents’ self-perception of their clinical 
ability more congruent with that of their teachers and evaluators. The major limitation of our study is 
small sample size of both residents and attendings. [West J Emerg Med. 2015;16(6):931–935.]

INTRODUCTION
In 2012 the Accreditation Council for Graduate 

Medical Education (ACGME) introduced the Next 
Accreditation System (NAS), which implemented 
milestones to assess the abilities and progress of residents. 
Each milestone is a significant, progressive, competency-
based point in the development of a resident. These 
milestones evaluate accomplishments that identify 

Yale University School of Medicine, Department of Emergency Medicine, New 
Haven, Connecticut

specialty-specific knowledge, skills, attitudes and behaviors 
that can be used as outcome measures within the general 
competencies.1,2 Emergency medicine (EM) has developed 
23 sub-competencies, with five milestone levels within 
each. Residents are expected to progress through levels of 
proficiency as they complete their training.2,3

Attending evaluation and feedback is crucial for resident 
development. However, at least as equally important is 
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a resident’s self-assessment. This is because feedback 
from others is often interpreted and integrated through the 
framework of a learner’s self-assessment.4,5 Learners use 
an amalgam of self-assessment and feedback to generate 
actionable goals for improvement.6 If a resident does not 
accurately self-assess, clinical and professional progress 
may be compromised. A resident who is unable to accurately 
judge his or her own abilities may fail to achieve the 
necessary skills to be a safe and effective physician. In other 
words, failure to acknowledge deficiencies may lead to a 
failure to correct them.

Attending physicians working at academic centers are 
used as the benchmark in assessing a resident’s abilities as 
a physician. To date, no study has compared resident self-
assessment to attending assessment using the standardized 
framework of the ACGME milestones. 

Goals of this Investigation
Our study used the framework of the ACGME milestones 

to compare EM resident evaluation by EM faculty with the 
same residents’ self-assessments.

METHODS
This study is an observational, cross-sectional study 

performed at an academic EM residency. A human 
investigation committee (HIC) exemption was granted by the 
institutional IRB. All residents from EM post graduate year 
(PGY) 1 through 4 level were included in the study, with the 
exception of the single resident who helped to conduct the 
study. Twenty-five residents were chosen using a random 
number generator to participate in the study. The remaining 
residents were omitted due to time limitations on attendings 
filling out the forms and concerns that too large a number of 
evaluations would be prohibitive to attending willingness to 
participate in the study. 

These residents completed self-assessments of milestone 
levels using eight ACGME sub-competencies that were chosen 
as representative of core EM principles by residency leadership 
consensus. Moreover, residency leadership agreed that a large 
group of attending evaluators would likely be able to comment 
on these, more familiar, sub-competencies for the majority of 
residents. The residency leadership consensus consisted of the 
residency program director and associate program directors. 
These included Emergency Stabilization (PC1), History and 
Physical (PC2), Diagnostic Studies (PC3), Diagnosis (PC4), 
Disposition (PC7), Communication (ICS1), Multi-Tasking 
(PC8), and Team Management (ICS2). These same residents 
were also evaluated by 20 faculty members using identical 
milestones. Faculty members have contact with residents 
in various settings, which include clinical shifts, simulation 
laboratory, and in small-group teaching sessions. Faculty 
members were able to opt out of assessing any resident whom 
they felt they could not evaluate due to limited interaction. 
The sub-competencies were evaluated on a nine-point scale, 

which reflects the rubric published by the ACGME (Figure). 
No advanced training or instruction was provided regarding 
the utilization of the ACGME milestones. No other evaluation 
tools were provided to faculty when they were asked to assign 
a score. 

We calculated the average difference between resident 
self-ratings and faculty ratings. Sample t-tests were used to 
determine the statistical significance of the difference in scores. 
We carried out mixed models analyses to determine if there 
were any significant interactions between the rater type (self 
vs. attending) and program year. For each program year, we 
calculated and compared the difference in the least square 
means between residents and their attending raters to the overall 
difference in least square means for each sub-competency.

RESULTS
Eighteen of the 25 residents surveyed completed the 

evaluation. Each resident was assessed by an average of 16 
attendings (min=10, max=20). Residents gave themselves 
higher milestone ratings than attendings did for each of 
the eight sub-competencies evaluated (Table 1). The mean 
difference in score for each sub-competency was close to 
one point, with the exception of “Team Management,” which 
was 0.5 points. For seven out of eight sub-competencies, 
the difference in resident milestone self-assessment 
score and attending milestone assessment score was 
statistically significant (p<0.05). The one sub-competency 
where statistical significance was not reached was “Team 
Management” (p=0.09).

Mixed model analysis showed statistically significant 
differences between self-ratings and attending ratings in most 
sub-competencies for the PGY 1 and 3 cohorts (Table 2 and 
Table 3). The PGY 2 cohort had fewer differences across 
sub-competencies, with statistically significant differences 
in only three sub-competencies (Table 4). For PGY 4, self 
and attending ratings did not significantly differ in any sub-
competency (Table 5). 

DISCUSSION
Our study found that residents (combined PGY1 through 

PGY4) consistently rated themselves as more proficient for 
each sub-competency than did their attending evaluators. This 
is consistent with prior data showing that physician self-
assessment typically does not correlate with external measures 
of performance.7 Although self-assessment may be inaccurate, 
it is important for evaluators to consider learner self-image 
when giving feedback. This feedback will undoubtedly be 
interpreted by the learner through a filter of his/her own 
perception.8 For example, feedback from an attending that is 
lower than a learner feels he/she attained, may be rejected by 
that learner who believes he or she has reached a higher level 
of proficiency. This could negatively impact the development 
and growth of that learner. 

Our study illustrates that milestone-based assessment 
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Figure. Sample Accreditation Council for Graduate Medical Education milestone used to assess competency of emergency medicine 
residents and fellows.

Evaluation construct Self Rater(s) Estimated difference + standard error 95% CL p
Communication 6.68 ± 0.33 5.54 ± 0.10 1.14 ± 0.32 (0.49, 1.78) 0.0006
Diagnosis 6.77 ± 0.30 5.60 ± 0.56 1.16 ± 0.31 (0.08, 2.34) 0.0002
Diagnostic studies 6.89 ± 0.29 5.62 ± 0.08 1.26 ± 0.29 (0.68, 1.84) <0.0001
Disposition 6.54 ± 0.31 5.52 ± 0.09 1.01 ± 0.31 (0.39, 1.63) 0.0015
Emergency stabilization 6.22 ± 0.30 5.51 ± 0.08 0.70 ± 0.30 (0.10, 1.30) 0.0212
History and physical 6.95 ± 0.33 5.72 ± 0.08 1.23 ± 0.33 (0.57, 1.89) 0.0003
Multi-tasking 6.80 ± 0.33 5.48 ± 0.08 1.31 ± 0.33 (0.65, 1.97) 0.0001
Team management 5.99 ± 0.31 5.47 ± 0.10 0.52 ± 0.30 (-0.08, 1.13) 0.0902

Table 1. Comparison of all residents’ post graduate years 1-4 self-rating to attending rating.

Evaluation construct Self Rater(s) Estimated difference + standard error 95% CL p
Communication 6.16 ± 0.60 4.14 ± 0.21 2.01 ± 0.60 (0.81, 3.21) 0.001
Diagnosis 5.17 ± 0.56 3.95 ± 0.16 1.21 ± 0.57 (0.09, 2.34) 0.0348
Diagnostic studies 6.56 ± 0.54 4.03 ± 0.17 2.52 ± 0.55 (1.45, 3.60) <0.0001
Disposition 5.35 ± 0.58 3.92 ± 0.19 1.42 ± 0.58 (0.27, 2.58) 0.0152
Emergency stabilization 4.95 ± 0.56 3.69 ± 0.18 1.25 ± 0.56 (0.14, 2.36) 0.0265
History & physical 6.56 ± 0.61 4.12 ± 0.18 2.44 ± 0.62 (1.21, 3.66) 0.0001
Multi-tasking 5.17 ± 0.61 3.77 ± 0.17 1.39 ± 0.62 (0.17, 2.62) 0.0254
Team management 4.92 ± 0.57 4.07 ± 0.21 0.84 ± 0.57 (-0.27, 1.97) 0.1392

Table 2. Comparison of post graduate year 1 self-rating to attending rating.

remains subject to these considerations. This suggests that 
educators must be cognizant of residents’ self-assessments 
when formulating and delivering feedback. Our subgroup 
analysis included small sample sizes; more work with larger 
sample sizes is necessary to determine if program year does 
indeed have an effect on agreement between resident and 

attending assessment. Within this context, our data showed 
that differences between self-assessment and attending 
assessment may be affected by program year. Unlike the 
results for PGY 1 through 3, self and attending ratings for 
PGY 4 did not differ significantly on any sub-competency. 
These results suggest that in PGY 4, self and attending ratings 
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Evaluation construct Self Rater(s) Estimated difference + standard error 95% CL p
Communication 6.84 ± 0.55 5.79 ± 0.18 1.05 ± 0.55 (-0.03, 2.13) 0.0573
Diagnosis 7.50 ± 0.51 5.91 ± 0.14 1.59 ± 0.52 (0.56, 2.61) 0.0024
Diagnostic studies 7.17 ± 0.49 5.98 ± 0.15 1.19 ± 0.49 (0.21, 2.16) 0.0165
Disposition 6.51 ± 0.53 5.87 ± 0.16 0.63 ± 0.53 (-0.40, 1.68) 0.2291
Emergency stabilization 6.99 ± 0.51 5.89 ± 0.16 1.10 ± 0.51 (0.10, 2.11) 0.0311
History & physical 7.66 ± 0.55 6.08 ± 0.15 1.58 ± 0.56 (0.47, 2.68) 0.0053
Multi-tasking 7.49 ± 0.55 5.72 ± 0.15 1.76 ± 0.56 (0.65, 2.87) 0.0019
Team management 6.31 ± 0.52 5.68 ± 0.18 0.62 ± 0.51 (-0.39, 1.64) 0.2272

Table 3. Comparison of post graduate year 3 self-rating to attending rating.

Evaluation construct Self Rater(s) Estimated difference + standard error 95% CL P
Communication 6.14 ± 0.67 5.07 ± 0.20 1.07 ± 0.67 (-0.24, 2.39) 0.1113
Diagnosis 6.70 ± 0.63 5.19 ± 0.15 1.50 ± 0.63 (0.25, 2.75) 0.0181
Diagnostic studies 6.43 ± 0.60 5.15 ± 0.16 1.28 ± 0.60 (0.09, 2.46) 0.0346
Disposition 6.91 ± 0.65 5.07 ± 0.18 1.83 ± 0.64 (0.56, 3.11) 0.0048
Emergency stabilization 5.87 ± 0.62 5.07 ± 0.17 0.79 ± 0.62 (-0.43, 2.02) 0.2043
History & physical 5.92 ± 0.68 5.20 ± 0.17 0.72 ± 0.68 (-0.62, 2.07) 0.2934
Multi-tasking 6.19 ± 0.68 5.10 ± 0.16 1.08 ± 0.68 (-0.26, 2.44) 0.1153
Team management 6.12 ± 0.64 5.03 ± 0.20 1.09 ± 0.63 (-0.15, 2.33) 0.0863

Table 4. Comparison of post graduate year 2 self-rating to attending rating.

Evaluation construct Self Rater(s) Estimated difference + standard error 95% CL P
Communication 7.58 ± 0.78 7.15 ± 0.19 0.43 ± 0.77 (-1.09, 1.95) 0.58
Diagnosis 7.71 ± 0.72 7.35 ± 0.15 0.35 ± 0.73 (-1.08, 1.79) 0.626
Diagnostic studies 7.39 ± 0.69 7.34 ± 0.16 0.04 ± 0.69 (-1.31, 1.41) 0.9434
Disposition 7.38 ± 0.74 7.23 ± 0.18 0.15 ± 0.74 (-1.31, 1.62) 0.8399
Emergency stabilization 7.07 ± 0.72 7.40 ± 0.17 -0.33 ± 0.71 (-1.74, 1.08) 0.643
History & physical 7.67 ± 0.78 7.47 ± 0.16 0.19 ± 0.79 (-1.36, 1.75) 0.8054
Multi-tasking 8.33 ± 0.78 7.32 ± 0.16 1.01 ± 0.79 (-0.54, 2.57) 0.203
Team management 6.59 ± 0.73 7.06 ± 0.20 -0.46 ± 0.73 (-1.90, 0.97) 0.5271

Table 5. Comparison of post graduate year 4 self-rating to attending rating.

converge and are quite similar. It is important to note that 
these p values were not adjusted for multiple comparisons 
and should therefore be interpreted as only part of further 
exploratory analyses.

Taking the results of our study into consideration, the 
finding that residents perceive themselves as more capable 
than they are rated by attendings would be relevant to 
discussions in Clinical Competency Committee (CCC) 
meetings. Residents’ perception of their skills would be 
important in grading them on sub-competencies that deal with 
“practice-based learning and improvement.” Although difficult 
to put into practice, perhaps resident self-evaluations should 
be included in their “residency portfolios” and compared to 
the CCC rating of that resident to ensure that as the resident 
moves through the program self-perception is not significantly 

different from that of his/her evaluators.

LIMITATIONS
The major limitation of this study is the small sample size 

of attendings and residents evaluated. Our self-assessment 
response rate was 70%. Self-assessment was not compulsory, 
as participation in research was voluntary per our HIC. It 
is not known if those who did not respond were different 
demographically or in PGY year, as the study personnel was 
blinded to the identities of the residents assessed. Another 
limitation is the varying levels of familiarity with the 
milestones among the residents and attendings surveyed. In 
addition, due to the nature of EM shift work, attendings have 
different frequencies of interactions with residents, which may 
introduce bias into their assessments. As the study was done 
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at an academic institution, some faculty members do have less 
clinical time in the department than others. Although faculty 
members were permitted to opt out of assessing a resident with 
whom they had limited experience, we acknowledge that the 
frequency and types of faculty-resident interactions assessed 
may vary widely. In addition, the residents studied were at 
different levels of their training; this may have influenced their 
self-ratings. For example, some of the residents surveyed were 
close to graduation, a circumstance that may inflate their self-
assessments. Although our data suggest that PGY 4 residents’ 
and attending evaluations may be similar, our interpretation is 
limited by the small number of representatives in each class; 
thus, more investigation is required to determine if there is 
a difference between classes in their ability to self-assess 
accurately. A larger sample of residents assessed may allow 
for more detailed sub-group analysis by PGY year. In addition, 
a larger sample size would also allow for more detailed 
analysis of high and low performers and their ability to self-
assess, as had been demonstrated in the past. This study relies 
on the assumption that attending ratings are more accurate 
than resident self-rating, the validity of which may need 
further investigation.4,7 Perhaps most importantly, milestones 
are a relatively new assessment tool with very few studies 
evaluating their validity.1,3,9

 
CONCLUSION

Residents over-estimated their abilities in each of eight 
sub-competencies assessed. This underscores the importance 
of feedback and assessment transparency. More attention 
needs to be paid to methods by which residency leadership can 
make residents’ clinical ability self-perception more congruent 
with that of their teachers and evaluators. 
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BACKGROUND
Technologies and techniques for knowledge translation 

are rapidly evolving and there is a need for graduate medical 
education (GME) curricula to keep up with these advances 
to reach our learners in an effective manner. Technologies 
such as blogs, microblogs, wikis, podcasts, and vodcasts have 
the potential to expand upon the current didactic models by 
adding dimensions and engaging learners in modalities not 
previously available.1

Emergency medicine (EM) has been at the forefront 
in adopting social media in the pursuit of knowledge and 
collaboration.2,3 In order to advise residencies on how to use 
these new technologies, the Council of EM Residency Directors 
(CORD) Social Media Task Force published its guidelines, best 
practices, and recommendations for integrating social media 
into EM residency programs laying the foundation for EM 
residency-based social media activities.4 In March 2012, “The 
Original Kings of County” (TOKC) blog was launched in an 
effort to integrate social media into the SUNY Downstate/Kings 
County Hospital EM Residency Program (Figure). The blog 
represents an early adapter of these efforts and uniquely applies 
them at the GME level to improve learner engagement with the 
EM residency curriculum.

EDUCATIONAL OBJECTIVES
1. To increase resident engagement in their didactic 
curriculum through use of a residency blog.
2. To develop residents’ skills with respect to education 
and scholarship through authorship for a residency blog.

CURRICULAR DESIGN
The TOKC blog was implemented to create an online hub 

for the integration of social media into the residency curriculum 

SUNY Downstate Medical Center, Department of Emergency Medicine, Brooklyn, 
New York

 

at the SUNY Downstate / Kings County Hospital EM residency. 
Three overarching goals drive the content for the blog. The 
first is to post educational content that mirrors didactics already 
occurring within the program to reinforce the material and 
share it with residents who are unable to attend these activities. 
Examples include our Morning Reports that are typically brief 
case discussions with clinical pearls written by senior residents 
and a “Wednesday Wrap-up” that summarizes learning points and 
resources related to topics discussed during weekly conference 
didactics. By posting these resources on the blog, the impact of 
these didactics is magnified and enables all learners to benefit.

The second goal is to engage residents through their 
own authorship of “featured” blog posts. This activity often 

Figure. The front page of The Original Kings of County blog.
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coincides with the residents’ development of an academic niche 
as they hone their skills as academic authors. We have used 
a mixed editorial process with respect to these posts decided 
between the author and blog editors. In some cases, a faculty 
editor aids with post development prior to publication; and in 
other cases, the resident will post directly to the blog and post-
publication review will take place through the comment section. 
By allowing for both editorial formats, residents were more 
enthusiastic about authoring and contributing to the blog.

The third goal is intended to attract and encourage 
participation in the blog. Clinical cases are posted for residents to 
interpret and discuss. The resident who submits the most accurate 
and inclusive interpretation, as judged by the author and faculty 
editor, receives a small prize, such as a gift card. For example, 
residents rotating in the coronary care unit are asked to submit 
an electrocardiogram, which is then reviewed by a resident 
author and faculty editor prior to posting. These competitions 
are an attempt to embrace the competitive spirit among residents 
together with a monetary award to drive learners to the blog 
who might otherwise not participate; and once at the site, engage 
them with the other available content. Overall, this three-prong 
approach creates a comprehensive online didactic presence that 
embraces the use of social media to promote learning.

IMPACT/EFFECTIVENESS
Since launching, TOKC has generated over 600 posts by 

more than 20 resident and faculty authors as of April 2015. 
It currently receives more than 100 page views per day. This 
provides our program a platform to share their scholarship 
with a local, national, and international community. Alumni 
authors of TOKC have gone on to blog for internationally 
recognized academic EM blogs, such as Academic Life in EM, 
and to lecture at national conferences on how to use social 
media for medical education, demonstrating how participation 
in a residency-based blog can aid in the development of an 
academic niche. Additionally, TOKC was highlighted in 

the article, “Integration of Social Media in EM Residency 
Curriculum,” by Scott et al. published in Annals of EM as a 
model for integrating a blog into an EM residency program.5
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Introduction: The curriculum in most emergency medicine (EM) clerkships includes very little 
formalized training in point-of-care ultrasound. Medical schools have begun to implement ultrasound 
training in the pre-clinical curriculum, and the EM clerkship is an appropriate place to build upon this 
training. The objectives are (1) to evaluate the effectiveness of implementing a focused ultrasound 
curriculum within an established EM clerkship and (2) to obtain feedback from medical students 
regarding the program.

Methods: We conducted a prospective cohort study of medical students during an EM clerkship 
year from July 1, 2011, to June 30, 2012. Participants included fourth-year medical students 
(n=45) enrolled in the EM clerkship at our institution. The students underwent a structured program 
focused on the focused assessment with sonography for trauma exam and ultrasound-guided 
vascular access. At the conclusion of the rotation, they took a 10-item multiple choice test assessing 
knowledge and image interpretation skills. A cohort of EM residents (n=20) also took the multiple 
choice test but did not participate in the training with the students. We used an independent samples 
t-test to examine differences in test scores between the groups.

Results: The medical students in the ultrasound training program scored significantly higher on 
the multiple-choice test than the EM residents, t(63)=2.3, p<0.05. The feedback from the students 
indicated that 82.8% were using ultrasound on their current rotations and the majority (55.2%) felt 
that the one-on-one scanning shift was the most valuable aspect of the curriculum.

Discussion: Our study demonstrates support for an ultrasound training program for medical 
students in the EM clerkship. After completing the training, students were able to perform similarly to 
EM residents on a knowledge-based exam. [West J Emerg Med. 2015;16(6):938–942.]

INTRODUCTION
Often, the only opportunity medical students have 

to spend a significant amount of time in the emergency 
department (ED), caring for acutely ill, undifferentiated 
patients is during the emergency medicine (EM) clerkship,1 
which typically take place exclusively during the fourth-year 
of medical school. In addition to EM, medical students in 
EM clerkships will do their residency training in a variety of 
specialities such as surgery, internal medicine, and obstetrics/
gynecology, each of which uses point-of-care ultrasound 

Wayne State University School of Medicine, Department of Emergency Medicine, 
Detroit, Michigan
Henry Ford Health System, Department of Emergency Medicine, Detroit, Michigan

*

†

(POCUS) in their practice.2-5 However, given the current 
structure of the clinical clerkship curriculum at the majority 
of medical schools, students are not routinely exposed to 
POCUS.6 In fact, the majority of medical students receive no 
formal education in ultrasound during medical school,7,8 and 
in the instances when they do receive training, it is unclear if 
they develop competency.9

The Accreditation Council for Graduate Medical 
Education (ACGME) guidelines for specialty training 
list POCUS applications as a requirement of nearly every 
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residency program.2-5,10 Since many residents struggle to gain 
competence in POCUS, we believe that the earlier and more 
often training is implemented into the undergraduate medical 
education curricula, the more likely these students will be 
proficient upon completion of their residency training. A study 
of first-year medical students demonstrated that after training 
they could assess the abdominal aorta of healthy volunteers 
to the same standard achieved by professional sonographers.11 
These students received just four hours of formal instruction 
from a single physician in a small group setting, giving 
encouragement to educators that effective ultrasound 
education to students does not require a burdensome 
commitment of resources.

There are many factors outside of the students’ control that 
interfere with the opportunity to gain experience with POCUS 
in the ED, including the fast pace of care, high volume and 
higher acuity of patients. Given these barriers, it is common for 
students to complete an EM rotation with limited experience 
in this rapidly growing field.12,13 It is therefore imperative that 
medical students gain experience with this modality during 
formalized periods of instruction, in addition to exposure 
during their ED shifts. The EM clerkship provides an excellent 
opportunity to fill this gap in the undergraduate medical 
curriculum. The purposes of this study were (1) to evaluate the 
effectiveness of implementing a focused ultrasound curriculum 
within an established EM clerkship and (2) to obtain feedback 
from medical students regarding the program.

METHODS
We conducted a prospective static-group comparison 

study of medical students during an EM clerkship conducted 
from July 1, 2011 to June 30, 2012.

Setting
The setting was a large, urban, academic medical 

center, a Level 1 trauma center with an annual ED census of 
approximately 96,000 patients. The hospital has a large EM 
residency program (n=42 categorical residents), as well as 
combined residency programs in EM/Internal Medicine and 
EM/Internal Medicine/Critical Care Medicine. The department 
also has a fellowship in emergency ultrasound. We obtained 
institutional review board approval, and a waiver of informed 
consent was granted as the project was a part of an educational 
curriculum and participation was voluntary.

Participants
Participants included fourth-year medical students (n=45) 

in the EM clerkship during the 2011-2012 academic year. 
Participation was optional, and lack of participation had no 
impact on clerkship grade. Students were excluded from 
participating if they were unable to attend the introductory 
training session. Figure 1 contains information regarding the 
chosen specialties of the students. Approximately half of the 
students identified themselves as pursuing a career in EM, 

while internal medicine and family medicine were the next 
most popular choices.

Due primarily to time constraints (one year for data 
collection) and the small number of rotating medical 
students, a control group consisting of medical students was 
not feasible; therefore, we used a non-randomized sample 
of EM residents (n=20) to serve as a comparison group. 
Members of the comparison group did not partake in any 
of the curricular components of the program, but each of 
them had received formal training in ultrasound during their 
residency, including an introductory course in emergency 
ultrasound during intern year. The concepts taught to the 
students during the didactic and hands-on components of 
the curriculum were also taught to the residents during their 
intern year as part of the residency curriculum.

Methods of Instruction
A POCUS curriculum for EM clerkship students was 

developed by the faculty of the Emergency ultrasound 
fellowship program. The curriculum centered on the focused 
assessment with sonography for trauma (FAST) exam 
and ultrasound-guided vascular access. We felt that these 
applications were most relevant to the student due to their 
frequent use in clinical practice. Methods of instruction 
included didactic presentations, hands-on ultrasound scanning 
of live human models and tissue phantoms, and a dedicated 
ultrasound scanning shift working one-on-one with the 
ultrasound fellow in the ED.

After orientation on the first day of the clerkship, 
participants attended a two-hour instructional session on 
the FAST exam and ultrasound-guided vascular access 
techniques. This introductory session was led by the fellow 
and incorporated didactic lecture and hands-on practice 
in our institution’s simulation center. The didactic session 
lasted approximately 75 minutes, with 50 minutes devoted 
to the FAST exam and 25 minutes to vascular access. The 
ultrasound machines used in the simulation center were a GE 

 

EM 
48.3% 

Internal Medicine 
17.2% 

Family  
Medicine 

           10.3% 

Other 
24.1% 

EM Internal Medicine Family Medicine Other

Figure 1. Medical students’ identified specialty of interest.
EM, emergency medicine
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Logiq E and a GE Venue 40 (Milwaukee, WI). Each student 
was required to perform a minimum of two ultrasound-
guided vascular access procedures, one on a peripheral vessel 
phantom, and one on a central venous access mannequin, as 
well as two FAST exams.

Following this session, students were assigned a dedicated 
ultrasound shift in the ED to reinforce the techniques learned 
in the simulation center. During these shifts all students 
were allowed the opportunity to perform multiple FAST 
examinations and attempt ultrasound-guided, peripheral 
venous access procedures on ED patients. Throughout the 
clerkship, the students were able to perform FAST exams 
on all trauma activations. Additionally, students had the 
opportunity to place both peripheral and central lines in the 
course of their clerkship, many of which were done with 
ultrasound guidance, thus allowing further opportunity for 
skill refinement.

Impact/Effectiveness
Assessment

A 10-item multiple choice test was developed to test 
students’ knowledge on the FAST exam and ultrasound-
guided vascular access. Items and content on the test had been 
used previously during the pre-clinical POCUS training that 
the emergency ultrasound fellowship faculty has led for the 
past six years.14,15 The test was administered to the students 
individually during the last week of the clerkship under the 
supervision of the principle investigator. The EM residents 
were given the same test during the mid-point of the study 
period. Residents were approached by the investigators during 
a regularly scheduled conference and asked to participate. 
Participation by residents was voluntary and did not impact 
status within the program. The residents completed the 
test simultaneously under the supervision of the principle 
investigator. To ensure responses were anonymous, we 
collected only residents’ level of training and test responses.

One month after the conclusion of the clerkship, each 
student was contacted by the primary investigator by email 
and asked to respond to a brief, seven-item survey regarding 
their ultrasound training experience. Survey questions are 
presented in Table 1.

Statistical Analysis
We used an independent samples t-test to examine 

differences in test scores between students and residents. We 
performed all analyses with IBM SPSS 20.

RESULTS
The mean test score for the medical student participants 

in the ultrasound curriculum was 8.3 (SD 1.2) and the mean 
test score for the residents in the comparison group was 7.6 
(SD 1.1). This difference in score between the two groups was 
statistically significant (p=0.026). Table 2 and Figure 2 show 
additional details of the test scores for the medical students 

Question Response

What specialty are you 
applying to?

EM (n=14), Internal Medicine 
(n=5), Family Medicine (n=3), 
Other (n=7): Surgery, Radiology, 
Neurology, Anesthesiology and 
Ophthalmology. See Figure 1.

Are you utilizing US on 
current rotations?

Yes (82.8%)

Are you utilizing US on 
Non-EM rotations?

Yes (58.6%)

Do you see yourself 
utilizing US in 
residency?

Yes (93.1%)

What did you find 
most useful about 
curriculum?

One-on-one instruction (55.2%)

What other applications 
would you have liked to 
learn about?

Echocardiography (24.1%); MSK 
(10.3%); Abscess (6.9%); DVT 
(6.9%)

How can we improve 
the curriculum?

Additional scanning shifts (51.7%); 
More evaluation of patients with 
pathology (24.1%)

Table 1. Student survey responses regarding the point-of-care 
ultrasound training program.

EM, emergency medicine; US, ultrasound; MSK, musculoskeletal; 
DVT, deep vein thrombosis

and the residents.
The results from the feedback survey administered to 

the students are presented in Table 1. The survey response 
rate was 64% (n=29). Most of the students stated that they 
were using ultrasound on current or subsequent rotations 
(82.8%) and planned to use it during their residency (93.1%). 
A majority of the students replied that they valued the one-on-
one instruction (55.2%) and would choose to add more than 
one scanning shift (51.7%) when asked how the curriculum 
could be improved. Of different ultrasound applications, 
students most wanted additional experience with bedside 
echocardiography (24.1%).

DISCUSSION
The current study demonstrates that medical students are 

able to perform similarly to EM residents on a multiple-choice 
examination following the completion of an EM clerkship 
with a focused POC ultrasound curriculum.

Few studies of medical students performing ultrasound 
have demonstrated competence either in terms of knowledge 
or in skills such as image acquisition or interpretation. In 
a study with first-year medical students incorporating an 
objective, knowledge-based ultrasound test and a practical 
hands-on examination, investigators compared students’ 
performance pre- and post-educational intervention, 
randomizing students into two groups, “early” and “late” 
intervention.10 Both groups demonstrated improved 
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Group Mean* (SD) Median Minimum Maximum
Medical students 
(n=45)

8.3 (1.2) 8.0 6.0 10.0

EM residents 
(n=20)

7.6 (1.1) 8.0 5.0 9.0

SD, standard deviation; EM, emergency medicine
*Mean scores were significantly different between students and 
residents t(63)=2.3, p=0.026.

Table 2. Multiple-choice ultrasound knowledge test scores.

performance after the intervention, yet they did not compare 
performance with a group of subjects who had already 
achieved some level of competence in POCUS. The pre- and 
post-test method of determining whether medical students 
gained knowledge is used frequently in the literature in 
training undergraduate medical students in POCUS.16,17

Another education research method frequently 
encountered in the literature is the assessment of the 
confidence and satisfaction of the learners after they have 
completed the curriculum.16,18,19 We feel that the follow-up 
survey responses we obtained offer particularly high-yield 
insights to educators looking to introduce POCUS curricula 
into existing EM clerkships. The feedback not only shows 
high levels of satisfaction but also offers potential course 
improvements, such as including more than one scanning shift 
and adding other applications such as POC echocardiography 
to the program. Thus, clerkship directors at programs with 
core ultrasound faculty could replicate our curriculum and 
enhance it by following some of the recommendations made 
by the students.

LIMITATIONS
Our study did suffer from several limitations. The sample 

sizes were relatively small, and we were unable to include 
all of the students in the clerkship into the study because 
of logistical issues related to differing rotation start dates 
for students from various medical schools. Additionally, 
approximately two-thirds of the students had received 
previous ultrasound training.15 Thus, it is possible that our 
cohort of students scored better on the test than residents as 
a result of their previous ultrasound training, not because 
of the effectiveness of the ultrasound curriculum. Also, the 
qualitative data we received from the feedback survey had a 
moderate response rate. The potential exclusion of students 
who did not have a favorable opinion of the program could 
have skewed our results. Lastly, the residents who took the 
test to serve as the comparison group also suffered from a low 
response rate, as less than 50% of the residents submitted a 
completed version of the test to the investigators.

It is also worth noting that because of the limitations of 
designing research within the constraints of an established 
clerkship, we did not have a true control group of medical 
students who were tested but not exposed to the educational 
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intervention. Lastly, while our data demonstrate that medical 
students were able to perform at a high level on a knowledge-
based examination, the higher scores, while statistically 
significant, amounts to on average just one question on a 
10-question exam. A clinical significance is likely negligible.

CONCLUSION
Our study demonstrates that with a dedicated, integrated 

curriculum in POC ultrasound fourth-year medical students on 
an EM clerkship are able to perform similarly to EM residents 
on a knowledge-based exam. Further, our research shows that 
medical students find POCUS training to be a useful adjunct to 
the EM clerkship curriculum and that they feel the skills they 
acquire during this time will serve to benefit them on future 
clerkships and during residency training. Educators who are 
attempting to develop POCUS curricula for their existing EM 
clerkships would be wise to heed the advice of the students 
and include more than one scanning shift and also add POC 
echocardiography to the curriculum.
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Graduate medical education is increasingly focused on patient safety and quality improvement; training 
programs must adapt their curriculum to address these changes. We propose a novel curriculum for 
emergency medicine (EM) residency training programs specifically addressing patient safety, systems-
based management, and practice-based performance improvement, called “EM Debates.” Following 
implementation of this educational curriculum, we performed a cross-sectional study to evaluate the 
curriculum through resident self-assessment. Additionally, a cross-sectional study to determine the 
ED clinical competency committee’s (CCC) ability to assess residents on specific competencies was 
performed. Residents were overall very positive towards the implementation of the debates. Of those 
participating in a debate, 71% felt that it improved their individual performance within a specific topic, 
and 100% of those that led a debate felt that they could propose an evidence-based approach to 
a specific topic. The CCC found that it was easier to assess milestones in patient safety, systems-
based management, and practice-based performance improvement (sub-competencies 16, 17, 
and 19) compared to prior to the implementation of the debates. The debates have been a helpful 
venue to teach EM residents about patient safety concepts, identifying medical errors, and process 
improvement. [West J Emerg Med. 2015;16(6):943–946.]

BACKGROUND
Educating the next generation of resident physicians 

includes not only specialty-specific content but also patient-
centered training focusing on value-based, high-quality care.1 In 
early 2000, the Institute of Medicine released their report, “To 
Err is Human,” highlighting the prevalence of medical error 
and suboptimal care.2 Since then, patient safety and quality 
improvement has become a more visible topic to hospital 
management, the public, and medical educators. In 2012 the 
Emergency Medicine (EM) Milestone Project was created by 
the American Board of EM (ABEM) and the Accreditation 
Council for Graduate Medical Education (ACGME). The EM 
Milestone Project is a framework of assessing competencies 
within several domains of EM skill sets, including sub-
competencies in patient safety, systems-based management, and 
practice-based performance improvement (sub-competencies 
16, 17, and 19).3 The ACGME further emphasized a learning 

University of Pennsylvania Perelman School of Medicine, Department of Emergency 
Medicine, Philadelphia, Pennsylvania

environment focusing on patient safety and quality improvement 
by implementing the Next Accreditation System (NAS) in 2013.1 

Educating resident physicians on quality improvement 
(QI) and patient safety has the potential to reduce errors and 
improve patient outcomes. In 2007, a systematic review 
concluded that teaching quality improvement to clinicians 
improved their knowledge and confidence.4 Several studies 
have shown that participation in a QI curriculum resulted in 
significant improvement in processes of care.5-9 A separate 
study published in 2010 reviewed barriers of effectively 
teaching quality improvement and patient safety to learners, 
which emphasized achieving the appropriate balance of 
didactic and experiential learning, as well as scheduling the 
curriculum amidst preexisting rotations.10

The authors describe a curriculum for EM residents, 
“EM Debates,” which combine didactic and experiential 
learning during resident conference as a method to teach 
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and assess specific sub-competencies within the EM 
milestones. We sought to evaluate the effectiveness of 
this curriculum by surveying the residents’ perception of 
the “EM Debates,” and to determine whether the CCC 
could more easily assess specific patient safety and quality 
improvement milestones.

Objectives
The proposed curriculum, “EM Debates,” involves a 

mock clinical case that is debated by two teams: a senior-level 
resident and attending team debating against another senior-
level resident and attending team. A moderator introduces 
the topic and poses questions to the debaters as well as the 
audience participants. The teams have 15 minutes each to 
present their opposing views for the diagnosis, treatment, 
and/or disposition of commonly encountered emergency 
department (ED) presentations using the best available 
evidence. Following this, the audience participants have 15 
minutes to discuss the opposing viewpoints and to determine 
if a consensus can be reached. 

For example, a recent “EM Debate” involved the 
treatment of patients with atrial fibrillation. A case of 
a patient with acute onset atrial fibrillation who had 
no comorbidities and no symptoms was presented. 
Articles were reviewed arguing that patients should be 
cardioverted in the ED and discharged home. The opposing 
team reviewed articles arguing that patients should be 
anticoagulated and placed in the hospital for delayed 
cardioversion. Following the discussion, the conference 
attendees (residents, faculty, and nurses) debated the 
relative merits of each side and eventually came to 
a consensus. The residents who presented the debate 
then worked with key QI faculty members within our 
department and the department of cardiology to create a 
pathway for patients with atrial fibrillation.

The objectives of this curriculum are separated for 
those who participate in an “EM Debate,” lead a debate, 
and develop a protocol following the completion of the 
debate. The goals for the debate leader include developing 
an in-depth understanding of a controversial topic, critically 
analyzing current literature with a faculty mentor, and 
creating a persuasive argument to teach the participants about 
managing a specific disease process. The debate leaders 
could be assessed on leading team reflections to improve ED 
performance and demonstrating evidence-based information 
retrieval mastery. These assessments would fall within patient 
safety sub-competency 16 and practice-based performance 
improvement sub-competency 19. 

The goals for the debate participants, those residents in 
the audience, include describing the best available evidence 
or controversies surrounding a specific topic. Additionally, 
participants will appraise the value of the leader’s 
presentations and choose a management strategy they will 
adopt for a specific clinical question. The debate participants 

could be assessed on their ability to describe patient safety 
concepts (sub-competency 16, level 3) and identifying 
situations when breakdown in teamwork or communication 
may contribute to medical error (sub-competency 16, level 
4). Additionally, the participants could be assessed on the 
ability to call effectively on other resources in the system 
(sub-competency 17, level 3), and the ability to critically 
appraise literature and apply evidence-based medicine (sub-
competency 19, level 3).

The goals for the debate leaders who participate 
in protocol development following a debate include 
synthesizing the current literature and the feedback from the 
participants during the debate to propose a clinical pathway 
for departmental practice. By completing the pathway, the 
senior level resident will have addressed sub-competency 
19 at level 4; specifically, they would have participated in 
a process improvement plan to optimize ED performance 
and applied performance improvement methodologies. 
Furthermore, they will have addressed sub-competency 
17 at level 4; specifically, they would have participated in 
processes and logistics to improve patient flow and decrease 
turnaround time. 

Curricular Design
This curriculum was guided by the six-step model for 

medical curriculum development. The six-step approach 
highlights a process of general needs assessment, targeted 
needs assessment, goals and objectives, educational strategies, 
implementation, and evaluation and feedback.11

Implementation of the EM milestones highlighted 
the general needs assessment within graduate medical 
education on teaching patient safety and QI. Within our 
program we targeted controversial topics that were seen 
as patient safety issues. We felt our learners would benefit 
from active participation in evidence-based discussions 
regarding clinical management strategies and for our senior 
residents to develop protocols with department leadership. 
The goals and objectives outlined above directly address 
sub-competencies within the EM milestones. Using a debate 
format we were able to engage learners at various levels 
and promote discussion. Implementation during regular EM 
conference time maximized resident and faculty participation. 
Additionally, securing continuing medical education credit 
under the patient safety designation for the “EM debates” 
offered added incentive for faculty attendance.  Evaluation and 
feedback of our curriculum are ongoing and will be discussed 
later in this manuscript.

IMPACT/EFFECTIVENESS
The “EM Debates” were implemented two years ago 

at our institution. We conducted a cross-sectional study 
to evaluate the effectiveness of this new curriculum. The 
survey was distributed to the EM residents at a single site 
to determine their perceptions of the debates using a Likert 
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scale. The responses were anonymous and participation 
was voluntary. Questions were divided into sections based 
on whether the respondent participated in a debate, led a 
debate, or were working on developing a pathway for the 
department after completion of a debate. The questions are 
linked to specific milestones. For example, one question: 
“After participating in a debate, I feel I have improved my 
individual performance on a specific topic by critically 
appraising scientific literature and applying evidence-based 
medicine,” is linked to sub-competency 16, level 4 of the 
EM milestones. 

We also conducted a cross-sectional study to determine 
the clinical competency committee’s (CCC’s) ability to 
assess residents on specific competencies. We sent a separate 
survey to CCC members to assess whether it was easier to 
assess these competencies after the implementation of the 
“EM Debates.” Again, the responses were anonymous and 
participation was voluntary. 

The institutional review board at our site granted 
exempted approval to this study. We created and distributed 
the survey using the online survey tool SurveyMonkey.© 
Survey responses were collected and compiled. We used 
descriptive quantitative and qualitative statistics to assess 
survey responses.

RESULTS
Quantitative
Residents

The survey was sent to 42 residents; of those, 30 residents 
responded (71% response rate). Seventy-one percent (71%) 
of these residents agreed or strongly agreed that they have 
improved their individual performance on a specific topic 
by critically appraising scientific literature and applying 
evidence-based medicine, which linked to sub-competency 
19, level 3. Sixty-eight percent (68%) agreed or strongly 
agreed they could describe patient safety concepts, like the 
“Swiss cheese” or “near miss” model, which linked to sub-
competency 16, level 3. 

Approximately a third of the residents have reported that 
they have led a debate. Of those, 100% felt that they agreed 
or strongly agreed that they can propose an evidence-based 
approach to a specific topic, and 91% agreed or strongly 
agreed that they have analyzed or worked on improving ED 
performance, correlating to sub-competency 16 (level 4) and 
19 (level 4), respectively. 

Of those that led a debate, approximately half responded 
that they have worked on a protocol for the department. 
As only our third-year residents have led a debate, and we 
have completed half of them this year, this is an accurate 
representation. Of these residents, 100% agree or strongly 
agree that they have applied performance improvement 
methodologies and have analyzed processes and logistics to 
improve patient flow and turnaround time, corresponding to 
sub-competency 19 (level 4) and 17 (level 4), respectively. 

CCC
The CCC felt that it was easier to assess sub-competency 

16 levels 3 and 4, sub-competency 17 levels 3 and 4, and 
sub-competency 19 levels 3 and 4 as compared to prior to the 
implementation of the debates. 

Qualitative
Respondents were overall very positive towards the 

implementation of the debates. A majority of the residents 
commented on the engaging aspect of discussing opposing 
management strategies of controversial topics, while others 
valued the detailed literature review. Some respondents, 
particularly junior residents, would appreciate more 
background information at the beginning of the debate 
to understand why the clinical case can have various 
management options. Additionally, multiple respondents felt 
that additional time devoted to the “EM Debates” during 
conference would be helpful. 

LIMITATIONS
While the evaluation of the curriculum “EM Debates” 

indicated that the residents enjoyed it and, in certain instances, 
the pathway development changed clinical practice, it does 
not reveal whether it changed the residents’ behavior. Future 
studies could be performed using direct observation during 
clinical practice to determine whether residents’ behavior has 
changed as a result of this curriculum. 

Furthermore, assessment of the debate leaders and the 
audience participants relies on subjective data. The assessment 
of the residents could be more robust if faculty with expertise 
in the area reviewed videotapes of the “EM Debates” to 
characterize the strength and validity of the debate leaders’ 
argument and the audience participants’ involvement in the 
discussion. A potential method to assess participants could 
include a post-debate examination to determine their level of 
understanding and ability to critically appraise the discussed 
literature. This would provide the CCC with more objective 
data of the residents’ abilities. 

This study was performed at a single site; further studies 
would need to be performed at additional sites to evaluate 
whether hospitals with different resources and cultures would 
find this as helpful. 

DISCUSSION 
Implementation of this curriculum is directly applicable 

and feasible among other EM programs. While faculty 
involvement could be a barrier, core faculty can be used as 
faculty mentors for the residents. 

One challenge we noticed was the process of creating a 
protocol for the department is predicated on agreement when 
debating specific topics. If agreement is not reached, then the 
residents will delay creating a protocol until consensus within 
the department can be reached. Thus, specific milestones 
will not be assessed for those who have led a debate but 
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were unable to develop a protocol. For those residents, we 
found that assigning them to help with the creation of other 
protocols in which consensus was reached was a reasonable 
alternative. Furthermore, the success of pathway development 
is inherently dependent upon collegial interdepartmental 
relationships; inclusion of outside departments during the 
debates can help facilitate this.

While this is not a comprehensive quality and safety 
curriculum, it does include five of the eight Institute for 
Healthcare Improvement domains for health professional 
students: healthcare as a process, variation and measurement, 
collaboration, leading, following, and making changes, and 
developing new locally useful knowledge.12

The residents are generally very positive towards the 
“EM Debates,” and it has been a helpful venue in teaching 
the residents about patient safety concepts, identifying 
medical errors, and process improvement. In addition, these 
debates have made it easier for the CCC to assess the sub-
competencies practice-based performance improvement, 
patient safety, and systems-based management within the EM 
Milestone Project. 
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Introduction: Education research and scholarship are essential for promotion of faculty as well as 
dissemination of new educational practices. Educational faculty frequently spend the majority of 
their time on administrative and educational commitments and as a result educators often fall behind 
on scholarship and research. The objective of this educational advance is to promote scholarly 
productivity as a template for others to follow.

Methods: We formed the Medical Education Research Group (MERG) of education leaders from our 
emergency medicine residency, fellowship, and clerkship programs, as well as residents with a focus 
on education. First, we incorporated scholarship into the required activities of our education missions 
by evaluating the impact of programmatic changes and then submitting the curricula or process as 
peer-reviewed work. Second, we worked as a team, sharing projects that led to improved motivation, 
accountability, and work completion. Third, our monthly meetings served as brainstorming sessions 
for new projects, research skill building, and tracking work completion. Lastly, we incorporated a work-
study graduate student to assist with basic but time-consuming tasks of completing manuscripts. 

Results: The MERG group has been highly productive, achieving the following scholarship over 
a three-year period: 102 abstract presentations, 46 journal article publications, 13 MedEd Portal 
publications, 35 national didactic presentations and five faculty promotions to the next academic level. 

Conclusion: An intentional focus on scholarship has led to a collaborative group of educators 
successfully improving their scholarship through team productivity, which ultimately leads to faculty 
promotions and dissemination of innovations in education. [West J Emerg Med. 2015;16(6):947–951.]

BACKGROUND
Education research and scholarship are essential 
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for promotion of faculty as well as dissemination of 
new educational practices; however, it presents many 
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challenges. While there are a number of resources for faculty 
development,1 for many faculty scholarship remains a 
daunting prospect.2,3 Educational faculty spend the majority 
of their time on their education mission, leaving little time 
for scholarly pursuits. As a result, educators may lag on the 
scholarship essential for academic promotion. To combat this, 
creative tools are needed to promote scholarly activity for 
educational faculty.

Research literature on academic productivity indicates 
that institutional factors may play a larger role in determining 
research output than individual factors.4 This insight has 
led to educational innovations about how to foster research 
environments that better promote productivity. Bland et al. 
found that factors promoting scholarship include (1) clear 
goals that serve as a coordinating function, (2) a distinctive 
culture of research emphasis with assertive participation, 
(3) frequent communication, (4) accessible resources, and 
(5) leadership with expertise and skill.5 This work has served 
as a guide for research groups since its publication and has 
contributed to a growing body of education research literature. 
Questions remain regarding how to effectively implement 
the principles of effective research environments using these 
research group guidelines.

OBJECTIVES
As educational faculty face increasing demands on 

their time, it is imperative that new and creative models are 
developed to foster more productive research environments. 
The objective of this educational advance is to promote 
faculty scholarly productivity. We describe how the 
incorporation of research group guidelines to promote 
successful research through a multi-pronged approach led to 
scholarly productivity.5 This method can provide a valuable 
template for other departments to follow.

EDUCATIONAL ADVANCE
The Medical Education Research Group (MERG) 

consists of faculty leaders from our emergency medicine 
(EM) residency, fellowship, and clerkship programs. Other 
non-leadership faculty, EM residents, and pediatric EM 
fellows with a focus on education also participated. The 
group was formed in 2008. Initially, the group was led by a 
successful basic scientist with a challenge to the educational 
faculty to look for scholarship in their day-to-day work. Skill 
building and faculty development (invited presentations on 
education research topics, participation of faculty in Medical 
Education Scholars Program were the focus of those first 
few years. She left to become division director elsewhere 
in 2009. The group’s early work and focus on scholarship 
was propelled forward in late 2011 with the start of a new 
associate chair for education who had specific experience 
in education research and a track record of publishing 
educational scholarship. Thirteen faculty attend regularly, 
with about 8-10 present at each meeting. There is no 

mandate, incentive or tracking of participation. 
The key components of each meeting include several 

areas. During the discussions of new projects, ideas are 
shared, research plans developed, and teams formed. Group 
mentoring occurs through the detailed discussions surrounding 
project development. The research work is implemented 
by the team outside of MERG, with updates and problems 
brought back to the group. These are often related to 
curriculum changes in the educational programs. 

For each project there is an intentional process over 
sequential meetings. One of our projects was the outcome 
of a residency program change that entailed a switch from 
confidential to faculty-identified evaluation of residents. The 
MERG group decided to study the impact of this change, 
which resulted in the eventual completion of an abstract and 
manuscript submission. To achieve this kind of goal, we take 
these steps: 1) We develop the research questions, data to be 
collected, and determine who will compose the research team. 
2) At each meeting we include an update of current projects 
to ensure continued project momentum and completion. 
3) There is intentional scholarship planning surrounding 
national meetings. Several months before a national meeting 
submission deadline, we brainstorm and plan for didactic and 
research submissions including current and new projects. 4) 
If we identify a knowledge deficit or an educational need of 
the group, we will read an article or invite a local expert for 
the purpose of skill development. For example, a local expert 
on survey design was invited to present on key elements of 
successful survey research and also review ongoing projects.6-8

Clear Goals as a Coordinating Function through the 
Formation of a MERG

MERG meets monthly with the goal of bringing 
scholarly inquiry to the usual tasks required by medical 
educators such as curriculum design and trainee assessment, 
thereby turning our usual work into scholarship. This pushes 
the group to consider how the usual work of education 
can be scholarly. Thus, many changes and innovations 
in curriculum or educational processes are accompanied 
by hypothesis generation, data collection and analysis 
leading to research studies and other scholarship. This 
creates a distinctive culture of research emphasis and 
scholarly inquiry so that whenever we consider a change, 
there is the accompanying question of how we are going 
to measure the effectiveness. For example, when we 
began using Accreditation Council for Graduate Medical 
Education Milestones, several faculty queried how prepared 
graduating students would be for the new milestones and 
who was responsible for ensuring preparedness. We saw 
an opportunity to assess the preparedness and assessment 
of medical students during the transitions to internship. As 
a result, two projects were implemented and published.9,10 
Thus, we study the impact of educational innovations 
implemented in our programs and submit the work for peer-
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review and dissemination. 

Leadership with Expertise and Skill
Initially senior faculty with expertise in medical education 

as well as clinical or bench research expertise provided 
mentorship. As the group has gained experience, peer 
mentorship is predominant. As individuals develop areas of 
expertise, they are often tasked to present back to the group to 
share knowledge. In addition, we have begun to see the initial 
faculty participants in MERG taking the lead on their own 
independent projects and actively including junior members 
who are just making an initial foray into scholarship. The 
group now includes the educational leadership of all of the 
education domains from medical students, residents, and 
fellows, as well as individuals in other domains looking to 
cross into educational scholarship. 

Team Science
We work as a team. Sharing projects has led to 

motivation, accountability, and work completion. Our monthly 
meetings serve as brainstorming sessions for new projects, 
research skill building, and tracking work completion. The 
team projects and monthly meetings serve to provide a 
positive culture with assertive participation and frequent 
communication as described by Bland. We intentionally 
include multiple author teams to create a division of labor, 
such as writing different sections of the manuscript or 
submitting the accompanying MedEDPortal publications, 
so that the workload, responsibility, and recognition are 
distributed among all team members. 

Resources
Often faculty do not have the bandwidth or passion for 

writing required to bring manuscripts to completion, leading 
to failure of dissemination of educational scholarship. 
Therefore, when we realized that we had over 10 published 
abstracts that had not been turned into manuscripts we 
tried a new process to address this challenge. We theorized 
that we should be able to use a graduate student to help us 
translate our ideas and abstracts into published papers. The 
group worked with a Master’s of Public Health graduate 
student for about 25 hours a month for eight months at low 
cost as it was subsidized by the federal work-study program. 
(The cost was less than $1,000 for about five hours a week). 
His role was to help bring the research ideas to completion 
through performance of the literature review, clarification 
of the study concept, data interpretation, and drafting of the 
manuscript. He completed the initial draft that was usually 
substantially revised by the first or anchor author who then 
coordinated the revisions and final product. He helped the 
group maintain a tight timeline to bring to completion one 
research project per month. 

Recognizing that additional resources were needed to 
augment faculty effort, we undertook additional steps 1) We 

used undergraduate research assistants for data collection 
(three projects). As in many academic institutions, there are 
undergraduate students who can collect data. For example, 
one of the projects collected patient surveys scoring resident 
communication. If this resource is not available, then it 
would be important to steer away from projects that require 
specific hands-on data collection. 2) At times our residency 
administrative support was used for retrieving, organizing, or 
entering data. For example, an administrative assistant might 
download the faculty scoring of intern milestones for analysis. 
The amount of work required was variable. 3) It is often the 
last stages of submission that creates delays. For that purpose, 
we trained an administrative assistant to do referencing with 
EndNote, TM maintain an education-based EndNote library, 
and perform final proofs of manuscripts. 4) Occasional unpaid 
statistical support was used from the Department of Medical 
Education (six projects). 5) As needed, we have used outside 
resources by inviting outside scholars to speak with the group. 
For example, we invited Dr. (name blinded) to assist us with 
standard setting our competency examination and Dr. (name 
blinded) to clarify the process of MedEdPortal submissions. 
These resources were accelerators to publication without 
which the group would have been much slower to publish.

IMPACT & EFFECTIVENESS
Impact

To measure the impact of this educational innovation, 
we collected the following information for the MERG group 
as a whole and for each faculty member: number of abstracts 
accepted at regional, national, or international meetings, 
didactic presentations, papers accepted or published, papers 
submitted but under review or not yet accepted, grants, and 
promotions from 2011-2014. We excluded book chapters 
because they are not peer reviewed. Studying the impact of 
MERG was determined not to be regulated by the IRB.

Over the past four years, the MERG group has been 
highly productive. The team effort resulted in 102 presented 
abstracts, 46 publications, and 35 didactic presentations 
(Table). We anticipate additional publications as a number 
of papers are currently under review. In addition, we have 
encouraged trainee scholarship. Indirect impact through skills 
development and scholarship was also evident in the fact that 
members of the group are contributing to four grants totaling 
over 10 million dollars (grant sources: Simulation Center-
internal, Interprofessional Center-internal, the Department of 
Defense, the American Medical Association). 

The intentional focus on medical education research 
has led our collaborative group of educators to successfully 
promote our scholarship, which will contribute to faculty 
promotion. (Five members of our group have been promoted.) 
In addition, because we are deliberate in our assessment of all 
our educational innovations we are able to refine our curricula 
and ultimately create a better learning environment for our 
trainees. The model, following Bland’s research guideline of 
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Scholarship for the 13 MERG faculty Average per MERG member* (SD) Total for the group
Abstract presentations (+/-publication) 14 (17) 102
Publications (accepted or published) 4.9 (5.7) 46
Papers in review or revision  3.4 (2.9) 14
MedEd portal publications 2.2 (2.9) 13
MedEdPortal in review 2
Scholarship with students, residents, fellows  60
Didactic sessions 3.5 (4.9) 35
Total scholarship (limitation: this number may double count abstracts and 
publications)

28.7 (32.1) 212

Faculty members promoted (4 instructor to assistant, 1 associate to full) 5
Grants 4

Table. Summary of impact on academic output after the establishment of a collaborative group of emergency medicine educators.

MERG, medical education research group; SD, standard deviation
*Average is calculated by total number divided by the number of MERG members (13).

creating a group with clear goals that meets monthly to work 
as a team and adds resources as needed, was found to be both 
feasible and effective. 

Three key attributes of this model lie at the heart of its 
success. First, this group facilitates valuable mentorship 
between members that may not have taken place otherwise. 
Mentorship, both by senior faculty and by peers, is a vital 
aspect of growth and learning and has allowed group members 
to develop into more highly-skilled researchers.11-15 Second, 
this group facilitates effective teamwork. This teamwork 
allows new faculty to get involved in research projects more 
easily, keeps faculty accountable to each other for producing 
results, and provides a venue for creating, quickly vetting and 
refining research ideas. Third, this group identifies education 
gaps within the group and addresses these needs through 
presentations from visiting scholars, discussions within 
the group, reference materials and articles. This creates a 
community of educational practice and level of discussion 
because members are educated on topics they would not have 
had the opportunity to learn about otherwise and raises the 
level of discussion and implementation. 

It is our hope that this innovation will inspire other 
institutions to create new education research groups based on 
this model. To that aim, a number of key challenges that this 
group has faced are outlined below. These lessons can provide 
insights for other institutions into how to create research 
groups of their own.

A major benefit of this group, as outlined above, is 
that it facilitates mentoring between members. Due to time 
constraints on medical students and residents it can be difficult 
for them to participate. Increased effort needs to be employed 
to include trainees in projects and meetings. Another challenge 
was that due to the small and resource-limited nature of this 
group, demand for administrative support was at times higher 
than available capacity. 

A further challenge is that such a group may require 
an organizational catalyst or educational expert to drive 
formation and commitment until the cultural change is 
established. This leadership may be available through virtual 
mentorship or use of non-education research experience 
or educationalists outside the department. Additional 
difficulties may be faced by smaller and more resource-
limited institutions wanting to establish a similar research 
model. However, we found that this model did not consume 
significant resources and was effective at promoting scholarly 
activity. We believe, therefore, that this innovation presents 
a useful method of increasing academic output in any 
emergency department that wishes to implement it. 

CONCLUSION
An intentional focus on scholarship has led to our 

collaborative group of educators successfully increasing their 
scholarship through team productivity, which ultimately leads 
to faculty promotions.
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Introduction: Faculty educational contributions are hard to quantify, but in an era of limited 
resources it is essential to link funding with effort. The purpose of this study was to determine the 
feasibility of an educational value unit (EVU) system in an academic emergency department and 
to examine its effect on faculty behavior, particularly on conference attendance and completion of 
trainee evaluations.

Methods: A taskforce representing education, research, and clinical missions was convened 
to develop a method of incentivizing productivity for an academic emergency medicine faculty. 
Domains of educational contributions were defined and assigned a value based on time expended. 
A 30-hour EVU threshold for achievement was aligned with departmental goals. Targets included 
educational presentations, completion of trainee evaluations and attendance at didactic conferences. 
We analyzed comparisons of performance during the year preceding and after implementation.

Results: Faculty (N=50) attended significantly more didactic conferences (22.7 hours v. 34.5 
hours, p<0.005) and completed more trainee evaluations (5.9 v. 8.8 months, p<0.005). During 
the pre-implementation year, 84% (42/50) met the 30-hour threshold with 94% (47/50) meeting 
post-implementation (p=0.11). Mean total EVUs increased significantly (94.4 hours v. 109.8 hours, 
p=0.04) resulting from increased conference attendance and evaluation completion without a change 
in other categories. 

Conclusion: In a busy academic department there are many work allocation pressures. An EVU 
system integrated with an incentive structure to recognize faculty contributions increases the 
importance of educational responsibilities. We propose an EVU model that could be implemented 
and adjusted for differing departmental priorities at other academic departments. [West J Emerg 
Med. 2015;16(6):952–956.]

INTRODUCTION
Changes in healthcare have placed pressure on 

emergency departments (EDs). For academic EDs, this 
presents added challenges as they struggle to balance their 
tripartite missions of clinical care, research, and education. 
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University of Michigan Medical School, Department of Emergency Medicine, 
Department of Learning Health Sciences, Ann Arbor, Michigan
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There are often fewer incentives for educational activities 
than for other domains, and as a result, education may be 
given a lower priority.5 

Efforts have been made to better align departmental 
budgets between clinical care, research, and education. 
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“Mission-based budgeting” began in 1999 and has grown 
in popularity.1,2 While this system allocated more resources 
to educational activity, departments struggled to equitably 
distribute these funds to individual faculty. The result was 
often that incentives were not tied to specific education-
related activity, but were evenly distributed among faculty.2 In 
response, medical schools attempted to quantify educational 
activity using the relative value unit system of measuring 
patient care activity as a model.2-5 The educational value unit 
(EVU), although promising in its potential to incentivize 
educational activity, has not achieved widespread utilization 
or been studied extensively. This is especially true in the ED, 
where only one study was published a decade ago.5

In 2011, our chair established a Faculty Incentive Task 
Force that included faculty representing all departmental 
missions within our academic ED. Faculty contribution 
to the educational mission was identified as a core metric, 
and an educational subcommittee was formed to review 
the available literature and other departmental practices to 
develop measurement criteria. The purpose of this study was 
to determine the feasibility of an EVU system in an academic 
ED and to examine its effect on faculty behavior in the 
educational mission.

METHODS
Study Design and Setting 

This is a prospective observational study that was 
reviewed by the IRB and determined to be exempt. 

Methods and Measurements
Through group consensus, the Faculty Incentive Task 

Force agreed upon broad priorities supporting education. 
These included providing lectures, conference participation, 
participation in trainee recruitment, and completion of trainee 
assessments. An analysis of all educational activity performed 
during the prior academic year was performed, which allowed 
identification of common activities as well as creation of a 
tracking process. 

Four main educational activity categories for EVUs 
(measured in hours) were created for educational contribution 
to the department. Activities were informed by medical school 
departmental funding models, and each activity was assigned a 
standardized time value determined by group consensus (Table 
1). In general, preparing and leading an educational session 
de novo, earned more hours than presenting an existing 
lecture or assisting in a conference. Value was also given to 
activities requiring faculty time, including trainee recruitment 
as well as conference attendance. The “additional” teaching 
category included educational activities such as teaching in 
other departments, mentoring, and involvement in educational 
committees. It relied on faculty self-report. This final category 
was incorporated during the post-implementation year based 
on faculty feedback and was excluded from the analysis.

We used administrative data collection to track the 

four intradepartmental categories. These were tracked from 
existing materials from the residency, fellowship and student 
domains, including final conference schedules, attendance 
records, and Medhub reports. We relied on faculty input to 
complete the final “additional” teaching category. In addition, 
we created mechanisms to regularly update faculty as to their 
participation levels. The first iteration of the EVU calculation 
was tested against faculty activity from the immediate past 
academic year, and an initial benchmark selected which 
would allow the majority of faculty to meet based on existing 
activities in order to foster support for the program during 
implementation. The program was implemented in July 2013.

Outcomes and Analysis 
After implementation of the program, we compared 

impact on educational priority items (e.g. conference 
attendance, completion of resident evaluations) to pre-
implementation levels using paired t-tests. Data analysis 
was performed using Microsoft Excel 2010 and graphpad.
com calculators. We analyzed EVU achievement in total and 
all individual domains . Completion rates for resident and 
fellow evaluations by faculty for July 2012-May 2013 (11 pre-
implementation months) and July 2013-May 2014 (11 post-
Implementation months) were compared. We defined a faculty 
member as completing evaluations for the month if they 
completed at least one resident or fellow evaluation during a 
given month. Faculty were responsible for determining which 
trainees they were able to evaluate.

RESULTS
We included in the analysis (N=50) faculty members from 

the children’s and adult divisions of the ED who were working 
clinically during both the pre- and post-implementation 
periods and subject to the incentive program 

The differences between the pre-implementation period 
and the EVU measurement period are presented in Table 
2. Faculty attended significantly more didactic conferences 
and completed more resident monthly evaluations. The 
majority of faculty members (84%) met the 30-hour 
threshold for compliance in the pre-implementation year 
and 94% in the post-implementation year. There was 
a small but significant increase in total EVUs between 
the years due to increased conference attendance and 
evaluation completion. Interestingly, faculty members who 
tend not to complete resident evaluations did not change 
with the new system; of the eight faculty members who 
completed zero resident evaluations in either academic 
year, five had zero both years. In contrast, faculty members 
who completed some evaluations tended to do more under 
the incentive system. There were no differences between 
the periods in EVUs attained for educational presentations 
and trainee recruitment. 

Overall, administrative time required was estimated 
at one hour per month in each of the three major domains 
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Departmental activities-baseline Expected minimums
1) Leading a new educational sessions (including residency or fellowship lectures, administrative track or other 
departmental seminar, or intern orientation lecture(10 hours of time to account for preparation for each 1 hour 
presented)
Or 
Preparing & leading an active learning session: (e.g. Skills & procedure labs, simulation, oral board exams/
clinical skills exams cases, small group sessions, focused residency retreats, Peds OSCEs (5 hours credit:1 
hour presented)
Or 
Assisting with active learning sessions, small groups, skills labs, mentoring resident session, focused 
mentoring (2 hours credit:1 hour presented)
Or 
Student teaching sessions (1 hour credit:1 hour presented)
Or
Other teaching activities EMIG, clinical skills assessments (CSA) (1 hour:1 hour)

10 hours 

2) Didactic conference attendance (1:1) optimal 3hrs/month=36 10 hours
3) Completion of evaluations of residents & fellows (1 hour per month) 10 hours

4) Recruitment interviews for residency or fellowship programs (1 hour:1 hour) 
5) Additional activities-resident mentoring, educational activities outside department, educational committees 
(maximum 10 hrs.)
Total (minimum expected) Total=30 hrs

Table 1. Education value unit per educational activity.

(student, residency, and fellowships) and approximately 10 
hours annually for development and distribution of biannual 
progress reports to faculty and departmental leadership.

DISCUSSION
This study demonstrated that a system of applying value 

to educational activity is feasible. Additionally, data indicate 
a positive effect on physician participation while providing 
objective data for reward for effort supporting educational 
activities. It is worthwhile to note that despite the small 
increase in overall educational activities (EVUs), those 
increases were confined to the smaller scale activities such as 
evaluation completion and conference attendance. One may 
speculate that the larger time investment involved in creating 
a conference presentation is not felt worth the investment 
despite the weighting of hours in the EVU system. 

A characteristic of this system that likely contributed to 
its success is that it relies on multiple sources of motivation 
to change faculty behavior. The most obvious motivation 
was a financial incentive. Although it is commonly believed 
that financial incentives can change behavior, the literature 
studying the effect of financial incentives on primary care 
physician behavior has been inconclusive.6 In the current study, 
the maximum financial bonus related to educational activities 
was approximately 1% of annual salary. The EVU represented 
one component of an eight-part overall ED incentive system 
representing educational, scholarly, and clinical goals each with 
an equal weight applied universally to all faculty. 

While faculty response to the amount of the bonus was 
beyond the scope of this study, it is not clear that the financial 

incentive itself was sufficient to explain all of the results. 
An additional motivation may also be the desire for high 
achievement or a Hawthorne-type effect. This system made 
educational activity an explicit priority. It also included EVUs 
as part of each physician’s annual review with the chair. As 
such, achieving high EVUs was more closely associated with 
desired performance. 

The final motivating factor was likely peer 
encouragement. Participation in some of the educational 
activities was made public with monthly summaries. As such, 
there may have been pressure for physicians to attend events 
to increase the publicly displayed attendance. 

The combined effects of these three sources of 
motivation are what likely brought about our positive results. 
Interestingly, our results were somewhat mixed as metrics 
in prioritized subcategories improved, but overall EVUs 
achieved experienced only a slight increase. This suggests that 
individuals tended to put their emphasis on the categories that 
were most easily recognized. Further, there was no increased 
incentive to go beyond the threshold EVU, although most 
faculty did. However, it should be noted that participation 
in all domains was stable or increased, so we were able to 
cumulatively increase faculty participation.

This study builds on the work of Khan and Simon, who 
developed a system in 2003 to quantify and reward teaching 
activity in an ED.5 Their system applied weights to activities 
that were deemed more essential, as opposed to our system 
that was based on the time required to complete each task. 
While the Khan system included only teaching activities 
for medical students, our system included a wide array of 

Peds, pediatrics; OSCEs, objective structured clinical examination; EMIG, emergency medicine interest group
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educational activities to recognize diverse contributions. 
Although pre-implementation data were not available, 
Khan and Simon report progressive increases in both group 
and individual productivity during the first three years of 
implementation. Our results build on previous literature 
suggesting that incentive systems may be effective at 
increasing educational activity in an academic ED.

LIMITATIONS
There are several limitations to this study. First, 

it is a single site focused on initial response to the 
implementation of the EVU system and generalizability 
may be limited. It would be difficult to implement identical 
EVU systems across multiple EDs; thus, we encourage 
others to customize EVU systems and study the results. 
Second, it is difficult to determine the exact motivations 
of faculty behaviors. Whether the EVU set the tone for a 
culture recognizing the importance of education or whether 
there were other factors at play is not known. Third, we 
did need to balance administrative feasibility with faculty 
desire to recognize all possible educational activities. 
Finally, organizational politics had an effect on the EVU 
program with the decision to emphasize departmental 
activities rather than extra-departmental. 

CONCLUSION
As external time and financial pressures continue 

to increase, it is imperative that academic EDs remain 
committed to their educational missions. Achieving this 
will require innovative methods to use limited resources. 
Once developed, the EVU system may be tailored to address 
changing departmental priorities and challenges. This 
study demonstrates that development of an EVU system to 
incentivize faculty is feasible and effective in motivating 
faculty to meet educational responsibilities. This study 

represents an important step in that direction and hopefully 
will prompt further investigation into how to best promote 
educational activity in busy academic EDs.
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Total EVUs 
(hours) 
attained 

EVUs (hours) earned from 
all departmental educational 

sessions (R,F,S)

EVUs (hours) earned 
from didactic conference 

attendance (R,F)

EVUs (hours) 
from completion of 
evaluations (R, F)

EVUs (hours) from 
educational recruitment 

activities (R,F)
Pre-
implementation 
year 

Mean 94.4
SD 75
Range 0-390

Mean 56.9
SD 52.2
Range 0-239

Mean 22.7
SD 16.8
Range 0-75

Mean 5.9
SD 3.8
Range 0-16

Mean 8.8
SD 19.4
Range 0-12

Post-
implementation 
year

Mean 109.8 
SD 90
Range 0-521

Mean 58.5
SD 68.7
Range 0-369

Mean 34.5
SD 19.9
Range 0-109

Mean 8.8
SD 6.4
Range 0-26

Mean 7.9
SD 16.3
Range 0-96

95% CI [-17.8, 48.3] [-22.6, 25.8] [4.5, 19.1]* [1.1, 2.0]* [-8.0, 6.2] 
ρ-value 0.04* n.s. <0.005* <0.005* n.s.

Table 2. Year-to-year comparison of education value unit (EVU) results pre and post implementation. Total EVUs increase as a result of in-
creased activity with the conference attendance and evaluation completion subcategories. Participation in recruitment activities and educa-
tional sessions are unchanged. The final category of non-departmental educational activities was in effect only for the post-implementation 
year so was excluded from the analysis. Domains involved in each subcategory include residency, fellowships, and medical students.

EVU, education value unit; R, residency; F, fellowships; S, medical students
*significant p value
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Introduction: There is great variation in the knowledge base of Emergency Medicine (EM) interns 
in July. The first objective knowledge assessment during residency does not occur until eight months 
later, in February, when the American Board of EM (ABEM) administers the in-training examination 
(ITE). In 2013, the National Board of Medical Examiners (NBME) released the EM Advanced Clinical 
Examination (EM-ACE), an assessment intended for fourth-year medical students. Administration of 
the EM-ACE to interns at the start of residency may provide an earlier opportunity to assess the new 
EM residents’ knowledge base. The primary objective of this study was to determine the correlation 
of the NBME EM-ACE, given early in residency, with the EM ITE. Secondary objectives included 
determination of the correlation of the United States Medical Licensing Examination (USMLE) Step 1 
or 2 scores with early intern EM-ACE and ITE scores and the effect, if any, of clinical EM experience 
on examination correlation.

Methods: This was a multi-institutional, observational study. Entering EM interns at six residencies 
took the EM-ACE in July 2013 and the ABEM ITE in February 2014. We collected scores for the EM-
ACE and ITE, age, gender, weeks of clinical EM experience in residency prior to the ITE, and USMLE 
Step 1 and 2 scores. Pearson’s correlation and linear regression were performed. 

Results: Sixty-two interns took the EM-ACE and the ITE. The Pearson’s correlation coefficient 
between the ITE and the EM-ACE was 0.62. R-squared was 0.5 (adjusted 0.4). The coefficient of 
determination was 0.41 (95% CI [0.3-0.8]). For every increase of one in the scaled EM-ACE score, 
we observed a 0.4% increase in the EM in-training score. In a linear regression model using all 
available variables (EM-ACE, gender, age, clinical exposure to EM, and USMLE Step 1 and Step 2 
scores), only the EM-ACE score was significantly associated with the ITE (p<0.05). We observed 
significant colinearity among the EM-ACE, ITE and USMLE scores. Gender, age and number of 
weeks of EM prior to the ITE had no effect on the relationship between EM-ACE and the ITE. 

Conclusion Given early during intern year, the EM-ACE score showed positive correlation with ITE. 
Clinical EM experience prior to the in-training exam did not affect the correlation. [West J Emerg 
Med. 2015;16(6):957–960.]
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INTRODUCTION
Incoming interns to emergency medicine (EM) residencies 

come from a variety of educational backgrounds, creating 
significant variations in their baseline funds of knowledge. 
Program directors must quickly ascertain if any interns have 
unusual knowledge gaps or learning difficulties that may require 
a specialized learning plan or remediation. Traditionally, the 
first high quality, objective testing available for assessment 
of interns has been the American Board of EM (ABEM) in-
training examination (ITE), which is offered annually on the 
last Wednesday in February. According to the ABEM website, 
“It is a standardized examination that residents and program 
faculty can use to judge an individual resident’s progress 
toward successful ABEM certification. There is a strong 
relationship between in-training and qualifying examination 
scores. Physicians with higher in-training scores have a higher 
likelihood of passing the qualifying examination and those with 
lower scores have a lower likelihood of passing the qualifying 
examination.”1 This statement is supported by an observed 
moderate correlation between post-graduate year (PGY) 3 ITE 
scores and ABEM written examination scores.2 In addition to 
providing predictive information to program directors regarding 
the residents they are about to graduate, the ITE also provides 
national norms for residents at all other PGY levels of training. 

United States Medical Licensing Examination (USMLE) 
scores also provide information for program directors about 
their incoming interns’ baseline knowledge. Step 1 scores are 
mildly correlated (R2 0.25) and Step 2 scores are moderately 
correlated (R2 0.43) with the EM ITE.3 However, USMLE 
Step 2 exams are typically taken in the fall of the fourth year 
of medical school (M4) and the ITE is not given until late 
winter. This gap of roughly 18 months is also one of the most 
variable periods in medical education in both content and 
clinical exposure for graduating M4s/incoming interns.4 Some 
program directors have responded to the disparity in incoming 
interns by providing “boot camps” to their interns immediately 
before, during or after orientation in July.5-7

In April 2013, the National Board of Medical Examiners 
(NBME) released the EM Advanced Clinical Examination 
(EM-ACE).8 This is an examination based on the national fourth 
year EM medical student curriculum first published in 2006 and 
updated in 2010.9,10 It is intended to be administered to fourth year 
students at the end of their EM rotation. To rapidly administer the 
examination and calculate scaled scores and internal validity, the 
NBME offered the EM-ACE free of charge for the first year of 
administration. In response, several residency program directors 
administered the EM-ACE to their incoming interns in July to 
identify interns who required additional educational exposure or 
attention. However, there is no data on whether performance on 
the EM-ACE, when administered to EM residents at the onset of 
internship, has any predictive value to known outcome measures 
such as ITE performance. 

The objective of this study was to determine the correlation, 
if any, between intern scores on the EM-ACE administered in 

July, and intern scores on the ITE administered the subsequent 
February. In addition, we sought to assess whether USMLE 
scores correlate with EM-ACE scores when administered at 
the onset of internship, as USMLE scores have been shown to 
correlate with intern ITE scores.

METHODS
This study was approved by the institutional review board 

of each participating residency, and was determined exempt 
from human subjects review. 

This was a multi-institutional, observational study. In 
July 2013, entering EM interns at six geographically diverse 
residency programs took the EM-ACE. They underwent 
standard residency training, and in February 2014 took the 
required ABEM ITE. Scaled examination scores for both the 
EM-ACE and the internship ABEM ITE score were collected 
electronically from program coordinators and/or program 
directors. Additional data collected included the date of EM-
ACE administration, institution, gender, age, USMLE Step 
1 and Step 2 scores, and number of weeks of clinical EM 
and off-service experience completed during their current 
residency program prior to taking the ITE. 

We performed linear regression to determine the 
relationship between EM-ACE scores and the EM ITE scores, 
and calculated Pearson’s correlation coefficients. Data was 
collected with Microsoft Excel 2007 and analyzed using 
StataMP-11 (College Station, TX). 

RESULTS
A total of 62 interns took the ITE at six residency 

programs. Of these, 60 (96.8%) also took the EM-ACE in July 
of their intern year. Two residents were sick on the date of 
EM-ACE administration, both from the same institution. Data 
were available for USMLE Step 1 in 50 (80.6%) and Step 2 in 
48 (77.4%) of these residents. Scores on the Comprehensive 
Osteopathic Medical Licensing Examination (COMLEX) 2 
were available for six (9.7%) of the residents. See Table 1. 

Gender was slightly skewed towards male (58.06%), and 
the average age of the interns at examination administration 
was 30 years old. On average, interns had experienced 17 
weeks (SD 4.4) of clinical time in the emergency department 
(ED) from the start of EM residency to the ITE. The average 
EM-ACE score was 69.8 (SD 7.1), and the average ITE score 
(percent correct) was 70.5% (SD 8.4%). 

In a linear regression model using all the available 
variables, gender (p=0.99), age (p=0.52) and clinical exposure 
to EM prior to the ITE (p=0.53) were not associated with the 
in-training score. USMLE Step 1 (p=0.61) and Step 2 (p=0.53) 
were likewise not associated with ITE score. There were too 
few COMLEX scores to allow incorporation into the linear 
regression model. 

The EM-ACE score was significantly associated with the 
ITE score (p<0.05). The coefficient of determination was 0.41 
(95% confidence interval 0.3-0.8); in other words, for every 
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Demographics Value
Gender, male 58.1%
Age, years 30.4 (4.3)
USMLE, step 1 (n=50) 225 (18.0)
USMLE, step 2 (n=48) 237.7 (17.8)
Weeks of EM prior to in-training 17.6 (4.4)
EM-ACE (scaled) (n=60) 69.8 (7.1)
EM in-training (n=62) 70.5% (8.4%)

Table 1. Demographics of interns completing the emergency 
medicine advanced clinical examination (EM-ACE) and the in-
training exam.

increase of one in the scaled EM-ACE, we observed a 0.4% 
increase in the EM in-training score. The Pearson’s correlation 
coefficient between the EM ITE score and the EM-ACE was 
0.62. R-squared value was 0.5 (adjusted 0.4). 

In a regression model only containing the EM-ACE (the 
only variable significant in the full model), the significance 
was even higher (p<0.001, coefficient of determination 0.7 
(0.4-1.0); however, the correlation was lower (R-squared 
0.38). Interestingly, a similar pattern of independent 
association with the ITE was observed with USMLE Step 1 
scores (p<0.001, R-squared 0.39) Step 2 (<0.001, R-squared 
0.33) and COMLEX scores (P<0.05, R-squared 0.73) when 
used alone in a linear regression model predicting ITE score. 
In a model with all three exams (EM-ACE, Step 1 and Step 
2 [there were too few COMLEX scores to include in the 
limited regression model]), the EM-ACE (p<0.05) and Step 1 
(p<0.05) were still significantly associated with the in-training 
score, but Step 2 scores were not (p=0.43)

There was significant colinearity observed among the EM-
ACE, the EM ITE and both USMLE Step scores (Table 2). 

DISCUSSION
To provide effective education to learners, it is important 

to first assess their baseline knowledge. The general nature of 
the medical knowledge assessed by the USMLE, as well as 
the variation in timing of administration, especially as related 
to the timing of a student’s EM rotation, makes the USMLE a 
less specific assessment of basic EM knowledge. Additionally, 
clinical experience after taking the USMLE is highly variable, 
ranging from one EM rotation in medical school to post-
graduate experience.4 As a result, incoming interns may have 
widely different clinical EM exposure and expertise. The 
ABEM ITE is an excellent tool for assessment of resident 
knowledge, and is predictive of performance on the EM 
qualifying examination. Program directors have been using 
the ITE as a means to assess their learners’ progress towards 
competency since 1985.11 However, the date of administration 
is fixed, and is set eight months into a 36-48 month residency. 

The EM-ACE administered at the onset of residency, 

Exam USMLE 
Step 1

USMLE 
Step 2

EM-ACE In-training 
exam

USMLE step 1 N/A 0.70 0.60 0.62
USMLE step 2 0.70 N/A 0.64 0.58
EM-ACE 0.60 0.64 N/A 0.62
In-training exam 0.62 0.58 0.62 N/A

Table 2. Pearson’s correlation coefficients between the United 
States medical licensing examination (USMLE) Step 1 and Step 
2, the emergency medicine advanced clinical exam (EM-ACE) 
given in July of EM internship and the internship EM in-training 
exam score.

halfway through the most variable 18 months of EM training, 
correlates well with internship ITE scores, and may provide 
an earlier assessment of knowledge than the in-training 
exam. Identifying below-average performers is of particular 
importance to program directors, as early identification of 
these learners makes early intervention with a specialized 
learning plan possible and allows more time for remediation. 
In addition to assisting program directors with identification of 
potential problem learners, once baseline performance on the 
EM-ACE is known, the ITE could then serve as an assessment 
of teaching methods.

Interestingly, despite the observed variation in clinical 
experience at the six residencies, clinical ED experience 
did not affect the correlation between EM-ACE and ABEM 
examination performance. There are a number of potential 
explanations for this finding. First, and most obvious, as 
neither the EM-ACE nor the ABEM ITE assess clinical 
competency, it may be that clinical experience and exposure 
have a much greater effect on assessment methods that are 
sensitive to gains in clinical competence. It may also be 
that programs with less clinical exposure augmented their 
residents’ learning by non-EM clinical activities (simulation, 
off-service rotations, didactics, self-learning) and vice versa. It 
is also possible that programs which assigned residents to less 
early EM-based clinical time had a greater focus on efficient 
learning in the limited time residents had in the ED. 

LIMITATIONS
There are a number of limitations to this study. The EM-

ACE was not intended for use as a “pre-test” for internship. 
It was intended as a high stakes examination for fourth-year 
EM medical students, and is based on the national fourth-year 
medical student curriculum.9 The ITE is based on the EM 
model curriculum12_ENREF_11. While there is a large amount 
of overlap between these two curricula, they are not identical. 

Performance on the EM-ACE (when used at the beginning 
of residency) is potentially affected by the weight an intern 
perceives a program director places on it. A lack of preparation 
could have negatively affected performance on the EM-ACE, 
as compared with a relatively augmented score on the ITE if 

USMLE, united states medical licensing examination
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an intern prepared more for the latter. Some of the incoming 
interns may have already taken one form of EM-ACE. This 
is unlikely, as the EM-ACE was offered from April 2013 on; 
however, if a student took an EM rotation at the end of their 
fourth year, there is a possibility that student could have taken 
it twice. Limitations in the NBME scaling process itself may 
affect the EM-ACE scores observed. In the initial offering of 
the exam, a “reference group” of fourth-year medical students 
from LCME-accredited medical schools who were taking the 
EM-ACE for the first time was used to scale the exam. By 
definition, incoming interns differ from the reference population 
at least by level of training, and may differ from the reference 
group even further if they had taken the EM-ACE before, or 
attended a non-LCME-accredited medical school. Finally, 
there was significant colinearity observed among Step 1, Step 
2, the EM-ACE and the ABEM ITE. This is likely due to the 
fact that students who perform well (or poorly) on standardized 
testing will perform well (or poorly) on all standardized tests. 
Standardized tests, and student/resident performance on them, 
do not necessarily assess competency. However, as board 
certification in our specialty hinges on ABEM qualifying exam 
performance, standardized examination performance is a proxy 
measure that holds value. 

CONCLUSION
Performance on the EM-ACE given at the onset of 

residency correlates well with intern ABEM ITE performance. 
Earlier assessment of residents’ fund of knowledge may 
provide program directors with an opportunity for earlier 
identification of residents with knowledge gaps and increased 
time to formulate specialized learning plans. 
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Introduction: Medical educators in recent years have been using social media for more 
penetrance to technologically-savvy learners. The utility of using Twitter for curriculum content 
delivery has not been studied. We sought to determine if participation in a social media-based 
educational supplement would improve student performance on a test of clinical images at the end 
of the semester.

Methods: 116 second-year medical students were enrolled in a lecture-based clinical medicine 
course, in which images of common clinical exam findings were presented. An additional, optional 
assessment was performed on Twitter. Each week, a clinical presentation and physical exam image 
(not covered in course lectures) were distributed via Twitter, and students were invited to guess the 
exam finding or diagnosis. After the completion of the course, students were asked to participate in a 
slideshow “quiz” with 24 clinical images, half from lecture and half from Twitter.

Results: We conducted a one-way analysis of variance to determine the effect Twitter participation 
had on total, Twitter-only, and lecture-only scores. Twitter participation data was collected from the 
end-of-course survey and was defined as submitting answers to the Twitter-only questions “all or 
most of the time”, “about half of the time”, and “little or none of the time.” We found a significant 
difference in overall scores (p<0.001) and in Twitter-only scores (p<0.001). There was not enough 
evidence to conclude a significant difference in lecture-only scores (p=0.124). Students who 
submitted answers to Twitter “all or most of the time” or “about half the time” had significantly higher 
overall scores and Twitter-only scores (p<0.001 and p<0.001, respectively) than those students who 
only submitted answers “little or none of the time.”

Conclusion: While students retained less information from Twitter than from traditional classroom 
lecture, some retention was noted. Future research on social media in medical education would 
benefit from clear control and experimental groups in settings where quantitative use of social media 
could be measured. Ultimately, it is unlikely for social media to replace lecture in medical curriculum; 
however, there is a reasonable role for social media as an adjunct to traditional medical education. 
[West J Emerg Med. 2015;16(6):961–964.]
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INTRODUCTION
The medical profession is one steeped in tradition. As 

many pre-medical hopefuls are informed – medicine is not 
only a career; it is a lifestyle dedicated to constant inquiry and 
the ascertainment of knowledge. Physicians are expected to 
grow and adapt to evolutions in their patients’ environments. 
So, too, must the medical curriculum adjust to the millennial 
generation’s affinity for technologically-driven mediums. 
In a 2011 study, Bosslet et al found that personal online 
social network (OSN) use among physicians and physicians-
in-training was comparable to the general population; 
specifically, 90+% of medical students endorsed some form of 
OSN use,1 with Facebook recognized as the most popular site 
on the Internet,2 and Twitter reporting 302 million active users 
as of April 2015.3 The advent of the social media age calls for 
a rapid adjustment in communication methods and curriculum 
goals. A 2013 systematic review by Cheston et al explored 
14 studies’ reports on the effects of social media in medical 
education. In their discussion, they stated that the use of social 
media in medical education merited further exploration, and 
suggested the benefit of more studies with “clear definitions of 
social media technologies… to allow appropriate comparisons 
and data synthesis.4 

With these study deficits in mind, we sought to explore 
the use of a single social media focus (Twitter) and its effect 
on information exposure and retention within a second-year 
medical school class. 

METHODS
During the 2013-2014 academic year, 116 second-year 

medical students were mandatorily enrolled in Introduction to 
Clinical Medicine II (ICM2) as part of their curriculum. All 
students enrolled in this course were considered responsible 
for its lecture content, per the syllabus distributed and 
reviewed on the first day of class. Within the course’s weekly 
lecture series, images of clinically-relevant physical exam 
findings were presented to students. Outside the requirements 
of the class, students were invited to create a Twitter account 
and participate in an optional “Twitter Question of the Week.” 
In this assessment, a short clinical scenario, accompanied by 
imaging of a relevant physical finding, was “tweeted out” 
weekly at pre-determined and publically-announced intervals. 
The twitter-associated clinical scenario and image were 
selected from content not covered in the ICM2 mandatory 
curriculum. Students were challenged to name the diagnosis 
based off the presented data. Student answers were submitted 
by direct messaging to the course instructor’s account. The 
time stamp from each student’s message enabled the instructor 
to identify the first 20 correct answers each week. These first 
20 correct respondents were awarded “bonus points” (worth 
a fraction of a percent) to be added to their next ICM2 exam 
grade. Over the course of the year, over 80 students attempted 
an answer in at least one “Twitter Question of the Week.”

After the completion of the course, students were asked to 

participate in a slideshow “quiz,” with no effect on their grade. 
One hundred sixteen students (100% participation) were tested 
over their recognition of 24 clinical images—12 images from 
the lecture hours, and 12 images from the weekly twitter 
questions. These 24 images were assessed by a physician 
and third-year clinical medical student and selected for their 
straightforward, commonplace physical exam findings. Each 
image was projected for 30 seconds while students used 
pencil and paper to name the associated diagnosis or relevant 
exam finding. Course-based and Twitter-based photos were 
alternated in a 1:1 fashion.

On the same paper as their “quiz” answers, students 
were asked to complete a seven-point survey regarding 
each student’s use of Twitter prior to the ICM course, his/
her level of participation in the “Twitter Question of the 
Week” (did the student follow the ICM2 account? How 
many times did a student see/submit an answer to the 
twitter account? How many times did the student earn a 
“top 20” response?), and his/her reflections on educational 
Twitter usage (did the student feel like s/he retained more 
information regarding physical exam findings? Did this 
account enhance the student’s overall education in ICM2?). 
Quiz/survey answers were then collected and analyzed by a 
statistician within the university.

RESULTS 
A one-way analysis of variance (ANOVA) was conducted 

to determine the effect Twitter participation had on total 
scores, Twitter-only scores, and lecture-only scores. Twitter 
participation data was collected from the end-of-course 
survey and was defined as submitting answers to the Twitter-
only questions “all or most of the time”, “about half of the 
time”, and “little or none of the time.” The one-way ANOVA 
(Figure 1) determined that there was a significant difference 
in overall scores (p<0.001) and in Twitter-only scores 
(p<0.001), but there was not enough evidence to conclude a 
significant difference in lecture-only scores (p=0.124). A post 
hoc analysis using Tukey’s range test (Figure 2) determined 
that those students who submitted answers to Twitter “all or 
most of the time” or “about half the time” had significantly 
higher overall scores (p<0.001 and p<0.001, respectively) and 
significantly higher Twitter-only scores (p<0.001 and p<0.001, 
respectively) than those students who only submitted answers 
“little or none of the time.”

DISCUSSION
As the integration of social media into undergraduate 

and continuing medical education is still in its infancy, much 
of the literature has focused on descriptive terminology and 
anecdotal case studies. Generally, social medial integration 
into the curriculum has been well received by students and 
increases engagement, collaboration, and feedback, which 
may explain current trends to incorporate social media into 
medical education.5-9 However, no substantial evidence exists 
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to suggest that social media platforms are a comparable or 
superior form of medical education compared to current 
curriculums.10-12 In light of these studies, as well as the results 
of our own research, we submit that while Twitter is not an 
appropriate replacement for aspects of medical education, it 
may have a role as an adjunct to traditional curriculums, as 
well as serve as another outlet to engage medical students on 
a more individual level. Within our research, students scored, 
on average, 54% of the course content questions correctly, and 
27% of the Twitter questions correctly. Although their level 
of retention was not as high when compared to traditional 
classroom lectures, students who participated in the “Twitter 
Question of the Week” did retain some information from that 
medium, and a majority of the students in the class felt that 
Twitter added to their education.

This research study has several limitations. By declaring 
involvement in the Twitter project optional, the study risks 
self-selecting students who are already more academically-
engaged into the Twitter-participant group. Alternatively, 
because the Twitter quizzes did not count towards ICM grades, 
students may have been less likely to return to and review 
the material outside of that week’s presentation. Additionally, 
the slideshow quiz at the end of the course used the exact 
photos from Twitter questions, allowing for the possibility 
that students simply recognized the photo at hand, rather than 
interpreted the findings and demonstrated understanding of the 
medical condition.

In light of these limitations, future research on social 
media’s role in medical education would benefit from 
clear control and experimental groups in settings where 
quantitative use of social media could be measured. If 
this study were to be replicated at other sites, it would be 
beneficial to use other photos/presentations of the selected 
exam findings to more accurately measure students’ 
comprehension of the diseases. Ultimately, it is unlikely 
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How often did you 
submit an answer on the 

twitter account? 

Number of 
Students 

Least Squares 
Mean 

95% Confidence 
Interval Tukey’s HSD Test p-values 

Lower Upper All of most 
of the time 

About half 
the time 

Little or none of 
the time 

All or most of the time 23 11.696 10.469 12.922 - .9212 <0.0001 
About half the time 27 11.370 10.239 12.502 .9212 - 0.0001 

Little or none of the time 66 8.333 7.609 9.057 <0.0001 0.0001 - 
 Figure 1. Least-squares means for all questions by answering questions on Twitter.

HSD, honest significant difference

How often did you 
submit an answer on 
the twitter account? 

Number of 
Students 

Least Squares 
Mean 

95% Confidence 
Interval Tukey’s HSD Test p-values 

Lower Upper All of most 
of the time 

About half 
the time 

Little or none 
of the time 

All or most of the time 23 5.043 4.265 5.821 - 0.3453 <0.0001 
About half the time 27 4.296 3.578 5.014 0.3453 - <0.0001 

Little or none of the time 66 2.106 1.647 2.565 <0.0001 <0.0001 - 
 Figure 2. Least-squares means for Twitter exclusive questions by answering questions on Twitter.

HSD, honest significant difference

for social media to replace lecture within the medical 
curriculum; however, there is a reasonable role for social 
media as an adjunct to traditional medical education.
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CDEM CONSENSUS CONFERENCE ON CLINICAL ASSESSMENT OF MEDICAL 
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March 6-7, 2016 

CORD Academic Assembly, Nashville, TN 

Program Directors, Clerkship Directors, Deans, Students, and Residents: 

We want your input on how students are assessed during their EM clerkship. Join us for 
the consensus conference at the CORD Academic Assembly in Nashville, TN to 
develop a national assessment tool for students. Attendees will participate in 
discussions happening now around major themes including: 

 Criterion- vs. norm-referenced assessment 
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 Translation of clinical assessment data into other products 
 Faculty/resident development and implementation 
 Ensuring post-implementation validation of a national tool 

Learn more at www.cordem.org 
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Join at www.saem.org. 
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In partnership with Regions Hospital Emergency Department and 
Behavioral Health nursing staff, crisis social workers and Emergency 
Medicine providers, this position will lead the coordination, quality 
and effi ciency of acute care for mental health patients at their point 
of presentation to Regions Hospital’s Emergency Department (ED) in 
St. Paul, Minnesota. In addition to being a top Upper Midwest Level 1 
trauma and burn center, Regions Hospital is a national award-winning, 
innovative provider of Behavioral Health services to the Minneapolis/
St. Paul metropolitan area and western Wisconsin. The department 
sees 80,000 visits per year with 10% mental health emergencies.

We seek a BC/BE Psychiatrist who is fl exible, creative and engaging; 
has the ability to triage multiple clinical possibilities with limited 
datasets under competing demands on skills and time; possesses 
excellent interpersonal communication skills; and is a strong clinician 
with a mature sense of priorities/practical experience who can 
formulate and implement treatment pathways within the framework 
of hospital, medical group and community resources. Experience in 
psychosomatics and addictions with an aptitude for liaison work would 
be valuable assets, and the ability to guide multidisciplinary trainees 
with teaching and supervision in the emergency environment is a must. 
This full-time position involves direct patient care in a consultative role 
within Regions Hospital’s ED and includes participation in our related 
network referral service and coordination with community-based 
providers to ensure the best continuity of care for emergency mental 
health patients.

An outstanding benefi ts and compensation package, 
talented and energetic staff/colleagues, a rewarding 
practice and an exciting metropolitan lifestyle await! 
Submit your CV to lori.m.fake@healthpartners.com or 
complete our online application at healthpartners.com/
careers. For more details, please contact Lori Fake at 
952-883-5337 or 800-472-4695 x1. EOE

Emergency Department Psychiatrist
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February 
12, 2016 
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